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#### Abstract

The main aim of this paper is to introduce an accurate collocation method for solving a class of variable-order fractional differential equations arising in turbulent fluid dynamics. The proposed approach is based on Jacobi wavelets (JWs) collocation procedure in conjunction with the JWs operational matrix of variable-order fractional derivative. This approach can be seen as a generalization of other wavelet operational approaches, e.g. Chebyshev wavelets of first kind, Chebyshev wavelets of second kind, Legendre wavelets, Gegenbauer wavelets, etc., which are special cases of JWs. The proposed method is implemented for solving the variable-order fractional Basset and Bagley-Torvik equations.
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## 1. INTRODUCTION

Differential equations with variable-order (fixed) fractional derivatives have important applications in science and engineering [1-13]. The definition of variable-order fractional derivative was proposed by Samko and Ross in Ref. [12]. The variable-order fractional differential equation can be viewed as a natural generalization of the fixed fractional differential equation. Many physical problems are governed by variable-order fractional differential equations, such as Schrödinger equation [14, 15], mobile-immobile advection-dispersion equation [16], Rayleigh-Stokes equation [17], Galilei invariant advection diffusion equations [18], wave equation [19], diffusion equation [20], cable equation [21] and so on. The analytical solutions of most variable-order fractional differential equations are not easy to obtain. Therefore, finding the solutions of these equations has attracted much attention of many researchers [22-24].

Recently, wavelets basis functions and their properties have demonstrated their usefulness in several areas of science and engineering. The main advantages of these functions are given in [25] as: (1) the basis set can be improved in a systematic way, (2) the numerical effort scales linearly with respect to the system size, (3) different resolutions can be used in different regions of space, (4) there are few topological constraints for increased resolution regions, (5) the coupling between different resolution levels is easy, (6) the Laplace operator is diagonally dominant in an appropriate wavelet basis, and (7) the matrix elements of the Laplace operator are very easy to calculate. Wavelets have been widely used in practical applications, such as signal analysis for waveform representations and segmentations and analysis of fast algorithms for easy implementation [26]. Wavelets construct a connection with efficient numerical algorithms [27, 28]. For solving variable-order fractional differential equations, the operational matrices of variable-order fractional derivatives for the Chebyshev wavelets [29] and the Legendre wavelets [30] are calculated.

In this paper, we develop an efficient approach for the variable-order fractional initial value problem [31-33]:

$$
\begin{align*}
& y^{(n)}(t)={ }_{0}^{C} \mathcal{D}_{t}^{v(t)} y(t)+f(t, y(t)), \quad n-1<v(t) \leq n, \\
& y^{(r)}(0)=y_{0}^{r}, \quad r=0,1, \ldots n-1 . \tag{1}
\end{align*}
$$

Here, the variable-order fractional derivative ${ }_{0}^{C} \mathcal{D}_{t}^{\nu(t)}$ is given by [12]

$$
\begin{equation*}
{ }_{0}^{C} \mathcal{D}_{t}^{v(t)} y(t)=\frac{1}{\Gamma(n-v(t))} \int_{0}^{t} \frac{y^{(n)}(t)}{(t-\tau)^{v(t)-n+1}} \mathrm{~d} \tau, \quad n-1<v(t) \leq n,, \tag{2}
\end{equation*}
$$

The outline of this paper is as follows. Section 2 introduces some characteristics of JWs. In Section 3, we derive new operational matrices of JWs. In Section 4, we develop a numerical approach based on JWs collocation technique in conjunction with the operational matrices of the variable-order fractional derivative (2). In Section 5, we report numerical results and comparisons for the variable-order fractional Basset and Bagley-Torvik equations. Section 6 outlines the main conclusions.

## 2. JACOBI WAVELETS AND THEIR PROPERTIES

The Jacobi polynomials $\mathcal{P}_{m}^{(\sigma, \varsigma)}(t) ; \sigma, \varsigma \geq-1, t \in[-1,1]$ are defined by the three-term recurrence relation [34, 35]

$$
\begin{align*}
& \mathcal{P}_{m+1}^{(\sigma, \varsigma)}(t)=\left(a_{m}^{(\sigma, \varsigma)} t-b_{m}^{(\sigma, \zeta)}\right) \mathcal{P}_{m}^{(\sigma, \varsigma)}(t)-c_{m}^{(\sigma, \varsigma)} \mathcal{P}_{m-1}^{(\sigma, \zeta)}(t), \quad m \geq 1, \\
& \mathcal{P}_{0}^{(\sigma, \varsigma)}(t)=1, \quad \mathcal{P}_{1}^{(\sigma, \varsigma)}(t)=\frac{1}{2}(\sigma+\varsigma+2) t+\frac{1}{2}(\sigma-\varsigma), \tag{3}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{m}^{(\sigma, \varsigma)}=\frac{(2 m+\sigma+\beta+1)(2 m+\sigma+\varsigma+2)}{2(m+1)(m+\sigma+\varsigma+1)}, \\
& b_{m}^{(\sigma, \varsigma)}=\frac{(2 m+\sigma+\varsigma+1)\left(\varsigma^{2}-\sigma^{2}\right)}{2(m+1)(m+\sigma+\varsigma+1)(2 m+\sigma+\varsigma)}, \\
& c_{m}^{(\sigma, \varsigma)}=\frac{(2 m+\sigma+\varsigma+2)(m+\sigma)(m+\varsigma)}{(m+1)(m+\sigma+\varsigma+1)(2 m+\sigma+\varsigma)} .
\end{aligned}
$$

The explicit forme of $\mathcal{P}_{i}^{(\sigma, \zeta)}(t)$ is given by

$$
\begin{equation*}
\mathcal{P}_{i}^{(\sigma, \varsigma)}(t)=\sum_{k=0}^{i} \frac{(-1)^{i-k} \Gamma(i+1+\varsigma) \Gamma(i+1+k+\sigma+\varsigma)}{\Gamma(k+\varsigma+1) \Gamma(i+1+\sigma+\varsigma)(i-k)!k!(2)^{k}}(t+1)^{k} \tag{4}
\end{equation*}
$$

They satisfy the following orthogonality condition

$$
\int_{-1}^{1}(1-t)^{\sigma}(1+t)^{\varsigma} \mathcal{P}_{m}^{(\sigma, \zeta)}(t) \mathcal{P}_{n}^{(\sigma, \zeta)}(t) \mathrm{d} t= \begin{cases}\frac{1}{h_{m}}, & \text { for } m=n  \tag{5}\\ 0, & \text { for } m \neq n\end{cases}
$$

where

$$
\begin{equation*}
h_{m}^{(\sigma, \varsigma)}=\frac{(2 m+\sigma+\varsigma+1) \Gamma(m+1) \Gamma(m+\sigma+\varsigma+1)}{2^{(\sigma+\varsigma)} \Gamma(m+\sigma+1) \Gamma(m+\varsigma+1)} . \tag{6}
\end{equation*}
$$

Now, we utilize the Jacobi polynomials to construct the JWs. Wavelets are a family of functions constructed from dilation and translation of a single function $\psi(t)$ called the mother wavelet. When the dilation parameter $\alpha$ and the translation parameter $\beta$ vary continuously, we have the following family of continuous wavelets as

$$
\varphi_{\alpha, \beta}(t)=|\alpha|^{-\frac{1}{2}} \varphi\left(\frac{t-\beta}{\alpha}\right), \alpha, \beta \in \mathbb{R}, \alpha \neq 0 .
$$

The JWs $\varphi_{n m}(t)=\varphi(k, n, m, t)$ have four arguments: $k \in \mathbb{N}, n==1, \ldots, 2^{k}, m$ is the order of Jacobi polynomials, and $t$ is the normalized time. They are defined on the interval $[0, L]$ by:

$$
\varphi_{n m}(t)=\left\{\begin{array}{cc}
\sqrt{h_{m}^{(\sigma, \zeta)}} \frac{2^{\frac{k}{2}}}{\sqrt{L}} \mathcal{P}_{m}^{(\sigma, \zeta)}\left(\frac{2^{k+1}}{L} t-2 n+1\right), & \frac{(n-1) L}{2^{k}} \leq t \leq \frac{n L}{2^{k}} \\
0, & \text { otherwise }
\end{array}\right.
$$

where $m=0, \ldots, M-1$ and $n=1, \ldots, 2^{k}$.
The coefficient $\sqrt{h_{m}^{(\sigma, s)}}$ is for orthonormality, the dilation parameter is $\alpha=\frac{L}{2^{k}}$ and the translation parameter is $\beta=\frac{n L}{2^{k}}$.

The JWs form an orthonormal basis for $L_{\omega_{n}}^{2}[0, L]$, i.e.:

$$
\left(\varphi_{n m}(t), \varphi_{n^{\prime} m^{\prime}}\right)=\int_{0}^{L} \omega_{n}(t) \varphi_{n m}(t) \varphi_{n^{\prime} m^{\prime}}(t) \mathrm{d} t= \begin{cases}1, & (n, m)=\left(n^{\prime}, m^{\prime}\right)  \tag{7}\\ 0, & (n, m) \neq\left(n^{\prime}, m^{\prime}\right)\end{cases}
$$

where

$$
\omega_{n}=\left\{\begin{array}{cc}
\left(2 n-\frac{2^{k+1}}{L} t\right)^{\sigma}\left(\frac{2^{k+1}}{L} t-2 n+2\right)^{\varsigma}, & \frac{(n-1) L}{2^{k}} \leq t \leq \frac{n L}{2^{k}}, \\
0, & \text { otherwise. }
\end{array}\right.
$$

A function $y(t)$ that is infinitely differentiable in $[0, L]$ may be expanded by means of JWs as:

$$
\begin{equation*}
y(t)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} a_{n m} \varphi_{n m}(t) \tag{8}
\end{equation*}
$$

where $a_{n m}=\left(y(t), \varphi_{n m}(t)\right)$ and $(.,$.$) denotes the inner product in L_{\omega_{n}}^{2}[0, L]$ with respect to the weight function $\omega_{n}$. By truncating the expansion (8), we obtain an approximate expression of $y(t)$ as:

$$
\begin{equation*}
y(t)=\sum_{n=1}^{2^{k}} \sum_{m=0}^{M-1} a_{n m} \varphi_{n m}(t)=\mathbf{A}^{T} \Psi(t) \tag{9}
\end{equation*}
$$

where A and $\Psi(t)$ are column vectors with $\tilde{m}=2^{k} M$ elements. For simplicity, (9) can be rewritten as:

$$
\begin{equation*}
y(t)=\sum_{\ell=1}^{\tilde{m}} a_{\ell} \varphi_{\ell}(t)=\mathbf{A}^{T} \Psi(t) \tag{10}
\end{equation*}
$$

where $a_{\ell}=a_{n m}$ and $\varphi_{\ell}=\varphi_{n m}$ and the index $\ell$ is determined by $\ell=M(n-1)+m+1$. Thus, we have

$$
\begin{align*}
& \mathbf{A}^{T}=\left[a_{1}, a_{2}, \cdots, a_{\tilde{m}}\right], \\
& \Psi(t)=\left[\varphi_{1}(t), \varphi_{2}(t), \cdots, \varphi_{\tilde{m}}(t)\right]^{T} . \tag{11}
\end{align*}
$$

For the subsequent discussion, we introduce the following vector of piecewise functions:

$$
\begin{equation*}
\mathbf{Z}(t)=\left[\mathcal{Z}_{1}(t), \mathcal{Z}_{2}(t), \cdots, \mathcal{Z}_{\tilde{m}}(t)\right]^{T} \tag{12}
\end{equation*}
$$

where

$$
\mathcal{Z}_{\ell}(t)=\mathcal{Z}_{n m}(t)=\left\{\begin{array}{lc}
t^{m} & \frac{(n-1) L}{2^{k}} \leq t \leq \frac{n L}{2^{k}}  \tag{13}\\
0 & \text { otherwise }
\end{array}\right.
$$

and the index $\ell$ is determined by $\ell=M(n-1)+m+1$. The connection between these functions and the JWs is given by

$$
\begin{equation*}
\mathbf{Z}(t)=\mathbf{P} \Psi(t) \tag{14}
\end{equation*}
$$

where $p_{i j}=\left(\mathcal{Z}_{i}, \varphi_{j}\right)$ are the matrix entries of $\mathbf{P}$.

## 3. NEW OPERATIONAL MATRICES

The first-order derivative of the JWs vector $\Psi(t)$ can be expressed by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Psi(t)=\mathbf{D}^{(1)} \Psi(t) \tag{15}
\end{equation*}
$$

where $\mathbf{D}^{(1)}=\mathbf{P}^{-1} \mathbf{R P}$ is the $\tilde{m} \times \tilde{m}$ operational matrix of the first derivative. Otherwise, we may write

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Psi(t)=\mathbf{P}^{-1} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathbf{Z}(t)=\mathbf{P}^{-1} \mathbf{R Z}(t)=\mathbf{P}^{-1} \mathbf{R} \mathbf{P} \Psi(t)=\mathbf{D}^{(1)} \Psi(t) \tag{16}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{I} \otimes \mathbf{E}, \mathbf{I}$ is the $2^{k} \times 2^{k}$ identity matrix and

$$
\mathbf{E}=\left(e_{i j}\right)=\left\{\begin{array}{lc}
j+1, & \text { for } i=j+1, j=0,1, \ldots, M-1,  \tag{17}\\
0 & \text { otherwise } .
\end{array}\right.
$$

Repeated use of (16), enables one to write

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} t^{q}} \Psi(t)=\left(\mathbf{D}^{(1)}\right)^{q} \Psi(t)=\mathbf{D}^{(q)} \Psi(t), \quad q=1,2, \ldots \tag{18}
\end{equation*}
$$

where $q \in \mathbb{N}$ and the superscript in $\mathbf{D}^{(q)}$ denotes matrix powers.
The following theorem generalizes the operational matrix of derivatives of JWs given in (16) for the variable-order fractional derivatives.

THEOREM 3.1. The variable-order fractional derivative of the JWs vector $\Psi(t)$ is given by

$$
\begin{equation*}
{ }_{0}^{c} \mathcal{D}_{t}^{\nu(t)} \Psi(t)=\mathbf{D}_{v(t)} \Psi(t) \tag{19}
\end{equation*}
$$

where $n-1<v(t) \leq n \in \mathbb{N}$ and $\mathbf{D}_{v(t)}$ is an $2^{k} M \times 2^{k} M$ matrix of the following form

$$
\mathbf{D}_{v(t)}=\mathbf{P}^{-1}(\mathbf{I} \otimes \mathbf{K}) \mathbf{P}
$$

and $\mathbf{K}$ is a $M \times M$ matrix and its elements, $k_{i j} ; 0 \leq i, j \leq M-1$ are given by

$$
k_{i j}=\left\{\begin{array}{cc}
\frac{t^{-v(t)} \Gamma(i+1)}{\Gamma(i+1-v(t))}, & \text { for } i=j, j=n, n+1, \ldots, M-1, \\
0 & \text { otherwise. }
\end{array}\right.
$$

Proof. Direct calculations give

$$
\begin{align*}
{ }_{0}^{C} \mathcal{D}_{t}^{v(t)} \Psi(t) & =\mathbf{P}^{-1}{ }_{0}^{C} \mathcal{D}_{t}^{v(t)} \mathbf{Z}(t)=\mathbf{P}^{-1}(\mathbf{I} \otimes \mathbf{K}) \mathbf{Z}(t)=  \tag{20}\\
& =\mathbf{P}^{-1}(\mathbf{I} \otimes \mathbf{K}) \mathbf{P} \Psi(t)=\mathbf{D}_{\nu(t)} \Psi(t) .
\end{align*}
$$

## 4. NUMERICAL SCHEME

In the present section, the JWs expansion and its operational matrices are used to derive the collocation scheme for (1).

In virtue of (10), we can write the approximate solution and its derivatives as

$$
\begin{align*}
& y(t)=\mathbf{A}^{T} \Psi(t), \\
& \frac{d^{n}}{d t^{n}} y(t)=\mathbf{A}^{T} \mathbf{D}^{(q)} \Psi(t),  \tag{21}\\
& { }_{0}^{c} \mathcal{D}_{t}^{v(t)} y(t)=\mathbf{A}^{T} \mathbf{D}_{v(t)} \Psi(t) .
\end{align*}
$$

Employing (21) in (1), yields

$$
\begin{align*}
& \mathbf{A}^{T} \mathbf{D}^{(n)} \Psi(t)+\mathbf{A}^{T} \mathbf{D}_{v(t)} \Psi(t)=f\left(t, \mathbf{A}^{T} \Psi(t)\right), \quad n-1<v(t) \leq n,  \tag{22}\\
& \mathbf{A}^{T} \mathbf{D}^{(r)} \Psi(0)=y_{0}^{r}, \quad r=0,1, \ldots n-1 .
\end{align*}
$$

The previous discussion enables us to write the collocation-like discretization associated with (1) as

$$
\begin{align*}
& \mathbf{A}^{T} \mathbf{D}^{(n)} \Psi\left(t_{i}\right)+\mathbf{A}^{T} \mathbf{D}_{v\left(t_{i}\right)} \Psi\left(t_{i}\right)=f\left(t_{i}, \mathbf{A}^{T} \Psi\left(t_{i}\right)\right), \quad i=n+1 \ldots \tilde{m} \\
& \mathbf{A}^{T} \mathbf{D}^{(r)} \Psi(0)=y_{0}^{r}, \quad r=0,1, \ldots n-1 . \tag{23}
\end{align*}
$$

where $t_{i}(1 \leq i \leq \tilde{m})$ are the shifted Jacobi collocation nodes of $\mathcal{P}_{\tilde{m}}^{(\sigma, \varsigma)}(t)$. This constitutes a system of $\tilde{m}$ algebraic equations in the required coefficients $a_{i}, i=1, \ldots, \tilde{m}$. Consequently, the approximate solution of $y(t)$ given by (21) can be evaluated.

THEOREM 4.1 (Convergence of the Jacobi wavelets expansion). Let $2^{k}, M \rightarrow \infty$. Then the series solution (21) converges to $y(t)$.

Proof. Suppose $\tilde{\alpha}=2^{k}, \alpha=2^{b}, \tilde{\beta}=M$, and $\beta=N$, where $k$ and $b$ are the level of resolutions and $M, N$ denotes the order of Jacobi polynomials.

Let $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ be a sequence of partial sums of $a_{i j} \varphi_{i j}(t)$; we prove that $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ is a Cauchy sequence in $L_{\omega_{n}}^{2}[0, L]$ and then we show that $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ converges to $y(t)$, when $\tilde{\alpha}, \tilde{\beta} \rightarrow \infty$

First we show that $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ is a Cauchy sequence. Therefore, let $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ be arbitrary sums of $a_{i j} \varphi_{i j}(t)$ with $\tilde{\alpha}>\alpha, \tilde{\beta}>\beta$. Then

$$
\begin{align*}
\left\|\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}-\mathcal{S}_{\alpha, \beta}\right\|^{2} & =\left\|\sum_{i=\alpha+1}^{\tilde{\alpha}} \sum_{j=\beta}^{\tilde{\beta}-1} a_{i j} \varphi_{i j}(t)\right\|^{2}=\left(\sum_{i=\alpha+1}^{\tilde{\alpha}} \sum_{j=\beta}^{\tilde{\beta}-1} a_{i j} \varphi_{i j}(t), \sum_{r=\alpha+1}^{\tilde{\alpha}} \sum_{s=\beta}^{\tilde{\beta}-1} a_{r s} \varphi_{r s}(t)\right)=  \tag{24}\\
& =\sum_{i, r=\alpha+1}^{\tilde{\alpha}} \sum_{j, s=\beta}^{\tilde{\beta}-1} a_{i j} a_{r s}\left(\varphi_{i j}(t), \varphi_{r s}(t)\right)=\sum_{i=\alpha+1}^{\tilde{\alpha}} \sum_{j=\beta}^{\tilde{\beta}-1}\left|a_{i j}\right|^{2}
\end{align*}
$$

From the Bessel's inequality, $\sum_{i=1}^{\infty} \sum_{j=0}^{\infty}\left|a_{i j}\right|^{2}$ converges and hence

$$
\left\|\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}-\mathcal{S}_{\alpha, \beta}\right\|^{2} \rightarrow 0 \quad \text { as } \quad \tilde{\alpha}, \tilde{\beta}, \alpha, \beta \rightarrow \infty
$$

Thus, $\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}$ is a Cauchy sequence that converges to, say, $g(t) \in L_{\omega_{n}}^{2}[0, L]$. We show that $g(t)=y(t)$

$$
\begin{aligned}
\left(g(t)-y(t), \varphi_{i j}(t)\right) & =\left(g(t), \varphi_{i j}(t)\right)-\left(y(t), \varphi_{i j}(t)\right) \\
& =\lim _{\alpha, \beta \rightarrow \infty}\left(\mathcal{S}_{\tilde{\alpha}, \tilde{\beta}}, \varphi_{i j}(t)\right)-\left(a_{i j} \varphi_{i j}, \varphi_{i j}(t)\right) \\
& =a_{i j}-a_{i j}=0 .
\end{aligned}
$$

Hence, $\sum_{i=1}^{\tilde{\alpha}} \sum_{j=0}^{\tilde{\beta}-1} a_{i j} \varphi_{i j}(t) \rightarrow y(t) \quad$ as $\quad \tilde{\alpha}, \tilde{\beta} \rightarrow \infty$.

## 5. NUMERICAL RESULTS

This Section presents two numerical examples to illustrate the efficiency of the proposed method. We shall apply the method in the solution of the variable-order fractional Basset and Bagley-Torvik equations. These equations motivated the attention of mathematicians and physicists, such as Podlubny [36], Moghaddam et al. [33], Mainardi et al. [37] and Stanek [38]. For all numerical computations we consider $L=5$.

Example 1. Consider the following variable-order fractional Basset equation [22, 33, 39]:

$$
\begin{align*}
& y^{\prime}(t)-2_{0}^{C} \mathcal{D}_{t}^{v(t)} y(t)+2 y(t)=\frac{-4 t^{2-v(t)}-\Gamma(3-v(t))\left(2\left(t^{2}-1\right)-2 t\right)}{\Gamma(3-v(t))}, \quad 0<v(t) \leq 1  \tag{25}\\
& y(0)=1
\end{align*}
$$

The exact solution is $y(t)=1-t^{2}$.
The maximum absolute errors (MAEs) of the approximate solution are shown in Table 1.
Example 2. Consider the following variable-order fractional Bagley-Torvik equation [22, 33]:

$$
\begin{align*}
& y^{\prime}(t)+{ }_{0}^{C} \mathcal{D}_{t}^{v(t)} y(t)+y(t)=\frac{\Gamma(4)}{\Gamma(4-v(t))} t^{3-v(t)}+t^{3}+7 t+1, \quad 1<v(t) \leq 2,  \tag{26}\\
& y(0)=y^{\prime}(0)=1
\end{align*}
$$

The exact solution is $y(t)=t^{3}+t+1$.
The MAEs of the approximate solution are shown in Table 2.
Table 1
Comparison of the MAEs for problem (25)
with $(2 \sigma=2 \varsigma=k=1)$ and $t \in\left[0, \frac{\pi}{2}\right]$

| $v(t)$ | M-algorithm [22] |  | IM-algorithm[33] |  | Our method |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h=0.02$ | $8.17 \times 10^{-3}$ | $2.17 \times 10^{-4}$ | $M=4$ | $1.37 \times 10^{-14}$ |
|  | $h=0.01$ | $4.31 \times 10^{-3}$ | $7.72 \times 10^{-5}$ | $M=5$ | $1.34 \times 10^{-14}$ |
|  | $h=0.005$ | $2.22 \times 10^{-3}$ | $2.74 \times 10^{-5}$ | $M=6$ | $1.33 \times 10^{-15}$ |
| $1-\|\cos t\|$ | $h=0.02$ | $5.59 \times 10^{-3}$ | $1.14 \times 10^{-5}$ | $M=4$ | $2.14 \times 10^{-14}$ |
|  | $h=0.01$ | $2.78 \times 10^{-3}$ | $3.37 \times 10^{-6}$ | $M=5$ | $1.02 \times 10^{-14}$ |
|  | $h=0.005$ | $1.38 \times 10^{-3}$ | $9.82 \times 10^{-7}$ | $M=6$ | $3.33 \times 10^{-15}$ |

## Table 2

Comparison of the MAEs for problem (26)
with $(2 \sigma=2 \varsigma=-k=-1)$ and $t \in\left[0, \frac{\pi}{2}\right]$

| $v(t)$ | M-algorithm [22] |  | IM-algorithm[33] |  | Our method |
| :---: | :--- | :--- | :--- | ---: | :---: |
| 1.5 | $h=0.02$ | $8.16 \times 10^{-3}$ | $1.15 \times 10^{-3}$ | $M=4$ | $3.55 \times 10^{-15}$ |
|  | $h=0.01$ | $4.27 \times 10^{-3}$ | $4.29 \times 10^{-4}$ | $M=5$ | $3.55 \times 10^{-15}$ |
|  | $h=0.005$ | $2.18 \times 10^{-3}$ | $1.56 \times 10^{-4}$ | $M=6$ | $3.12 \times 10^{-15}$ |
| $1+0.5 \mid \sin t$ | $h=0.02$ | $7.22 \times 10^{-3}$ | $1.53 \times 10^{-4}$ | $M=4$ | $4.00 \times 10^{-15}$ |
|  | $h=0.01$ | $3.70 \times 10^{-3}$ | $5.57 \times 10^{-5}$ | $M=5$ | $3.12 \times 10^{-15}$ |
|  | $h=0.005$ | $1.86 \times 10^{-3}$ | $1.93 \times 10^{-5}$ | $M=6$ | $4.00 \times 10^{-15}$ |

## 6. CONCLUSION

We have presented an efficient approach based on JWs collocation procedure in conjunction with the operational matrix of variable-order fractional derivative. The proposed method is implemented for solving the variable-order fractional Basset and Bagley-Torvik equations. This method provides a very accurate approximate solution using few terms of the JWs expansion. From the numerical results and comparisons given in Section 5, we may conclude that the obtained results are excellent in terms of accuracy for all tested problems.
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