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Abstract

Algebraic Geometry is a central field of Mathematics. It studies the common zeros of
polynomials in the affine or projective space. It has intimate connections with other fields
of Mathematics, such as Number Theory, Complex Geometry or Differential Geometry, or
with Physics, for example String Theory.

My research interests lie in the Classification Theory of Algebraic Varieties, a
central branch of Algebraic Geometry. The Classification Theory chooses certain minimal
objects, considered to be the simplest, but from which all varieties are build up (Minimal
Model Problem), and then describes completely the minimal objects (Embedding Problem,
Classification of Singularities, Moduli Problem).

The classification of complex algebraic varieties rests on Kodaira-type vanishing theo-
rems for Cartier divisors of the form L ∼Q KX +B, where (X,B) is a log smooth variety.
For inductive arguments with linear systems, or to study degenerations of log manifolds,
it is necessary to extend the vanishing theorems to the case when (X,B) is more sin-
gular, especially X may not be normal. This Habilitation Thesis is a collection of five
papers [6, 7, 8, 5, 9], leading up to the vanishing theorems for the case when (X,B) is
a normal crossings log variety. We may think of normal crossings log varieties as being
glueings of log smooth varieties, in the simplest possible way. The proof of the vanishing
theorems is made in two steps: the log smooth case follows from Hodge Theory, and the
normal crossings case is reduced to the log smooth case via simplicial methods.

An application for the results in this thesis is to improve [3, Section 3]. We proved
there weaker results, under the global assumption that X is globally embedded as a normal
crossings divisor in a smooth variety. We remove here this global assumption, making the
hypothesis on singularities locally analytic.

The first five chapters correspond to the above mentioned papers. Chapter 6 contains
plans and directions for future research. We outline now the content of the first five
chapters.

Chapter 1 presents the known cyclic covering trick, with certain improvements. The
cyclic covering trick is a classical tool to reduce statements about log smooth varieties
(X,B) to the case when B has coefficients 0 or 1. The original part of our presentation
is that we can perform this trick inside the category of quasi-smooth toroidal embeddings.
We will use the results of Chapter 1 in Chapter 4.

Chapter 2 introduces toric affine varieties which may not be normal. They are defined
as the spectrum of toric face rings. Toric face rings are a natural generalization of Stanley
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rings, studied intensively in combinatorial algebra. We present known algebraic results
in a geometric way, especially the weak normality and seminormality criteria. We define
weakly toroidal varieties to be those which are locally analytically isomorphic to weakly
normal toric affine varieties. For weakly toroidal varieties, we construct an explicit Du
Bois complex, which can be used to compute the singular cohomology of such varieties. In
particular, such varieties have Du Bois singularities, a result used in Chapter 5.

Chapter 3 introduces the new class of weakly log canonical varieties, which generalize
log canonical and semi-log canonical varieties. We classify those weakly toroidal varieties
which have weakly log canonical singularities. Along the way, we give a criterion for a
toric affine variety to satisfy Serre’s S2-property. We define codimension one residues for
weakly log canonical varieties. We introduce the class of n-wlc singularities, for which we
can define residues of any codimension. We will use this result in Chapter 5.

Chapter 4 presents the injectivity theorem of Esnault and Viehweg, with certain im-
provements. The proof is similar to that of Esnault and Viehweg: modulo the cyclic
covering trick and Hironaka’s desingularization, the injectivity theorem is a direct con-
sequence of the E1-degeneration of the Hodge to de Rham spectral sequence associated
to an open manifold. Our improvement to the original result has new applications, for
example an extension theorem from the non-log canonical locus of a log variety. The latter
implies for example that for a log variety of Calabi-Yau type, the locus of non-log canonical
singularities is connected.

Chapter 5 presents the main results, the injectivity theorems of Esnault-Viehweg and
Tankeev-Kollár, the torsion freeness theorem of Kollár, the vanishing theorem of Ohsawa-
Kollár. They are proved in the category of generalize normal crossings varieties, a class
which contains normal crossings singularities, and is contained in the class of n-wlc sin-
gularities. The key idea is to use higher codimension residues to reduce the vanishing
theorems to the log smooth case.



Rezumat

Geometria Algebrică este un domeniu fundamental al Matematicii. Studiază locul co-
mun al zerourilor unor polinoame in spaţiul afin sau proiectiv. Este strâns legată de alte
domenii ale Matematicii, de exemplu Teoria Numerelor, Geometria Complexă sau Geome-
tria Diferenţială, sau cu Fizica, de exemplu Teoria Stringurilor.

Subiectul meu de cercetare este Teoria de Clasificare a Varietăţilor Algebrice, un
subdomeniu central al Geometriei Algebrice. Teoria de clasificare alege anumite modele
minimale, considerate a fi cele mai simple, dar din care toate varietăţile se pot construi
(Teoria Modelelor Minimale), şi apoi descrie complet aceste obiecte minimale (Probleme
de Scufundare, Clasificarea Singularităţilor, Probleme de Moduli).

Clasificarea varietăţilor algebrice complexe se bazează pe teoreme de anulare de tip
Kodaira pentru divizori Cartier de tipul L ∼Q KX + B, unde (X,B) este o varietate
logaritmic netedă. Pentru argumente inductive in studiul sistemelor liniare, sau in studiul
degenerărilor varietăţilor logaritmice netede, este necesar să extindem teoremele de anulare
la cazul când (X,B) este mai singular, in special când X nu este normal. Această Teză de
Abilitare este o colecţie de cinci lucrări [6, 7, 8, 5, 9], cu scopul final de a demonstra teo-
remele de anulare in cazul când (X,B) este of varietate logaritmică cu intersecţii normale.
Putem considera varietăţile logaritmice cu intersecţii normale ca fiind lipiri de varietăţi
logaritmice netede, in cel mai simplu mod posibil. Teoremele de anulare se obţin in doi
paşi: cazul logaritmic neted rezultă din Teoria Hodge, iar cazul cu intersecţii normale se
reduce la cazul logaritmic neted prin metode simpliciale.

O aplicaţie a rezultatelor acestei teze este imbunatăţirea rezultatelor din [3, Section
3]. Am demonstrat acolo rezultate mai slabe, sub ipoteza suplimentară că X este global
scufundat ca divizor cu intersecţii normale ı̂ntr-o varietate netedă. In această teză eliminăm
aceasta ipoteză globală suplimentară.

Primele cinci capitole corespund la articolele menţionate mai sus. Capitolul 6 conţine
planuri si direcţii de cercetare pe viitor. Schiţăm mai jos conţinutul primelor cinci capitole.

Capitolul 1 prezintă cunoscutul truc al acoperirilor ciclice, cu anumite ı̂mbunătăţiri.
Trucul acoperirilor ciclice este un instrument clasic folosit pentru a reduce demonstraţia
anumitor proprietăţi ale varietăţilor logaritmic netede (X,B) la cazul când B are coeficienţi
doar 0 sau 1. Partea originală a expunerii noastre este că trucul funcţionează in categoria
scufundărilor toroidale quasi-netede. Vom folosi aceste rezultate in Capitolul 4.

Capitolul 2 introduce varietăţile torice afine care nu sunt neapărat normale. Ele sunt
definite ca spectrul unui inel cu faţete torice. Inelele cu faţete torice sunt o generalizare
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naturală a inelelor Stanley, studiate intens in algebra combinatorică. Prezentăm rezultate
algebrice cunoscute ı̂ntr-un limbaj geometric, ı̂n special criteriile de normalitate slabă si
seminormalitate. Definim varietăţile slab toroidale ca fiind acele varietăţi care sunt local
analitic izomorfe cu varietăţile torice afine slab normale. Pentru varietăţi slab toroidale,
construim un complex Du Bois explicit, ce poate fi folosit in calcularea cohomologiei singu-
lare a acestor varietăţi. In particular, aceste varietăţi au singularităţi Du Bois, un rezultat
folosit in Capitolul 5.

Capitolul 3 introduce noua clasă a varietăţilor slab log canonice, care generalizează
varietăţile log canonice şi semi-log canonice. Clasificăm varietăţile slab toroidale care au
singularităţi slab log canonice. Pe parcurs, găsim un criteriu necesar si suficient pentru
ca o varietate torică afină să satisfacă proprietatea S2 a lui Serre. Definim reziduuri in
codimensiune unu pentru varietăţi slab log canonice. Introducem clasa singularităţilor n-
wlc, pentru care putem defini reziduuri in orice codimensiune. Vom folosi acest rezultat in
Capitolul 5.

Capitolul 4 prezintă teorema de injectivitate Esnault-Viehweg, cu anumite ı̂mbunătăţiri.
Demonstraţia este similară cu cea dată de Esnault-Viehweg: modulo trucul acoperirilor
ciclice si desingularizarea lui Hironaka, teorema de injectivitate este o consecinţă directă
a E1-degenerării sirului spectral Hodge spre de Rham asociat unei varietăţi necompacte.
Imbunătăţirile noastre la rezultatul original are câteva aplicaţii noi, de exemplu o teoremă
de extensie de la locul de singularităţi ne-log canonice a unei varietăţi logaritmice. In
particular, rezultă că pentru o varietate logaritmică de tip Calabi-Yau, locul de singularităţi
ne-log canonice este conex.

Capitolul 5 prezintă rezultatele principale, anume teoremele de injectivitate Esnault-
Viehweg şi Tankeev-Kollár, teorema de lipsă a torsiunii a lui Kollár, teorema de anulare
Ohsawa-Kollár. Ele sunt demonstrate in categoria varietăţilor cu intersecţii normale gen-
eralizate, o clasă care conţine singularităţile cu intersecţii normale, şi care este conţinută
in clasa singularităţilor n-wlc. Ideea principală este folosirea reziduurilor de codimensiune
arbitrară, pentru a reduce teoremele de anulare la cazul logaritmic neted.
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Chapter 1

The cyclic covering trick

Cyclic covers are a useful tool in algebraic geometry. The simplest example is the field
extension

K ⊂ K( n
√
ϕ)

obtained by adjoining to a field the root of an element. For example, the equation tn −
ϕ
∏

i z
mi
i over K simplifies to tn −

∏
i z

mi
i over K( n

√
ϕ).

In classical algebraic geometry, cyclic covers were used to construct new examples from
known ones. Given a complex projective variety X, a torsion line bundle L over X induces
canonically an étale cyclic Galois covering π : X ′ → X such that π∗L becomes trivial. If L
has torsion index r and s ∈ Γ(X,Lr) is nowhere zero, the covering can be constructed as
the r-th root of s (as in the function field case, the pullback of s becomes an r-th power of
a section of the pullback of L). We may denote it by π : X[ r

√
s] → X. The isomorphism

class of π does not depend on the choice of s, since X being compact, every two nowhere
zero sections differ by a non-zero constant.

Many invariants of X ′ can be read off those of X, but with coefficients in negative
powers of L. For example,

π∗Ω
p
X′ = ⊕r−1

i=0 Ωp
X ⊗ L

−i.

So one may construct manifolds with prescribed invariants by taking roots of torsion line
bundles on known manifolds. The process may be reversed: known statements on the
invariants of X ′ translate into similar statements on X, twisted by negative powers of
L. For example, the Kähler differential of X ′ decomposes into integrable flat connections
on L−i, so that ⊕r−1

i=0 Ω•X(L−i) is the Hodge complex π∗Ω
•
X′ on X. In particular, the E1-

degeneration for (Ω•X′ , F ) translates into the E1-degeneration for (Ω•X′(L
−i), F ), for every

i. This exchange of information between the total and base space of a cyclic cover is called
the cyclic covering trick (cf. sections 1 and 2 of [25] for example).

The range of applications of the cyclic covering trick extends dramatically if s is allowed
to have zeros. In this case s is a non-zero global section of the n-th power of some line
bundle L on X. The n-th root of s is defined just as above. We obtain for example the
same formula

π∗OX[ n
√
s] = ⊕n−1

i=0 L
−i.

1
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The morphism π is still cyclic Galois and flat, but it ramifies over the zero locus of s. The
total space X[ n

√
s] may be disconnected (even if s vanishes nowhere), it may have several

irreducible components, and it may even have singularites over the zero locus of s. These
singularities are partially resolved by the normalization X̄[ n

√
s] → X[ n

√
s]. The induced

morphism π̄ : X̄[ n
√
s]→ X is cyclic Galois and flat, and one computes

π̄∗OX̄[ n
√
s] = ⊕n−1

i=0 L
−i(b i

n
Z(s)c).

Here Z(s) is the effective Cartier divisor cut out by s, and the round down of the Q-divisor
i
n
Z(s) is defined componentwise. If SuppZ(s) has no singularities, then X̄[ n

√
s] has no

singularities. Differential forms or vector fields on X̄[ n
√
s] are computed in terms of X,L,

and the Q-divisor 1
n
Z(s). For example

π̄∗Ω
p

X̄[ n
√
s]

= ⊕n−1
i=0 Ωp

X(log Supp{ i
n
Z(s)})⊗ L−i(b i

n
Z(s)c),

where { i
n
Z(s)} is the fractional part of the Q-divisor i

n
Z(s), defined componentwise, and

for a reduced divisor Σ on X, Ωp
X(log Σ) denotes the sheaf of differential p-forms ω such

that both ω and dω are regular outside Σ, and have at most logarithmic poles along the
components of Σ. If the singularities of SuppZ(s) are at most simple normal crossing,
then X̄[ n

√
s] has at most quotient singularities, and if Y → X̄[ n

√
s] is a desingularization,

with ν : Y → X the induced generically finite morphism, then

ν∗Ω
p
Y = ⊕n−1

i=0 Ωp
X(log Supp{ i

n
Z(s)})⊗ L−i(b i

n
Z(s)c).

This formula is behind the vanishing theorems used in birational classification (see [25,
42, 43]). Statements on divisors of the form KX +

∑
j bjEj + T , with X nonsingular,∑

j Ej simple normal crossing, bj ∈ [0, 1], and T a torsion Q-divisor, are reduced to similar
statements on Y with bj ∈ {0, 1} and T = 0.

Cyclic covers also appear in semistable reduction [39]. In its simplest form, a complex
projective family over the unit disc f : X → ∆ has nonsingular general fibers Xt (t 6= 0),
while the special fiber X0 is locally cut out by monomials

∏d
i=1 z

mi
i (mi ∈ N) with respect to

local coordinates z1, . . . , zd. The family is semistable if moreover X0 is reduced. If we base
change with n

√
t (with n divisible by all multiplicities mi), and normalize X̃ → X ×∆ ∆̃, the

new family X̃ → ∆̃ has reduced special fiber X̃0, and X̃ \X̃0 ⊂ X̃ is a quasi-smooth toroidal
embedding. If the irreducible components of X0 are nonsingular, the toroidal embedding
is also strict and X̃ admits a combinatorial desingularization. An equivalent description
of X̃ is the normalization of the n-th root of f , viewed as a holomorphic function on
X . Therefore the local computations of [39] give in fact the following statement: if X is
complex manifold, and 0 6= s ∈ Γ(X,Ln) is such that Σ = SuppZ(s) is a normal crossing
divisor, then X̄[ n

√
s] \ π̄−1(Σ) ⊂ X̄[ n

√
s] is a quasi-smooth toroidal embedding, and π̄ is a

toroidal morphism.
Cyclic covers are used to classify the singularities that appear in the birational classifi-

cation of complex manifolds. Such singularities P ∈ X are normal, and the canonical Weil
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divisor KX is a torsion element of Cl(OX,P ). If r is the torsion index, there exists a rational
function ϕ ∈ C(X)∗ such that rKX = div(ϕ). The normalization of X in the Kummer
extension C(X) → C(X)( r

√
ϕ) becomes a cyclic cover P ′ ∈ X ′

π→ P ∈ X. It is called
the index one cover of P ∈ X, since being étale in codimension one, KX′ = π∗KX ∼ 0.
The known method to classify P ∈ X is to first classify the index one cover, and then
understand all possible actions of cyclic groups (see [56]).

We have discussed so far roots of rational functions, (normalized) roots of multi sections
of line bundles, and index one covers of torsion Q-divisors on normal varieties. We give a
unified treatment of all these concepts, based on normalized roots of rational functions on
normal varieties. Moreover, we show that the cyclic covering trick can be performed inside
the category of quasi-smooth toroidal embeddings. In order to prove vanishing theorems,
we no longer have to assume that the base is nonsingular, or to resolve the singularities of
the total space of the covering.

To state the main results of this chapter, let k be an algebraically closed field.

Theorem 1.0.1. Let X/k be an normal algebraic variety. Let ϕ be an invertible rational
function on X, let n be a positive integer such that char k - n. Denote D = 1

n
div(ϕ), so

that D is a Q-Weil divisor on X with nD ∼ 0. Let π : Y → X be the normalization of X
with respect to the ring extension

k(X)→ k(X)[T ]

(T n − ϕ)
.

The right hand side is a product of fields (the function fields of the irreducible components
of Y ), and Y identifies with the disjoint union of the normalization of X in each field. By
construction, Y/k is a normal algebraic variety (possibly disconnected).

a) The class of T becomes an invertible rational function ψ on Y such that ψn = π∗ϕ.
We have π∗D = div(ψ) and

π∗OY = ⊕n−1
i=0OX(biDc) · ψi.

The morphism π is étale exactly over X \Supp{D}, where {D} is the fractional part
of the Q-divisor D, defined componentwise. It is flat if and only if the Weil divisors
biDc (0 < i < n) are Cartier.

b) Suppose U ⊆ X is a quasi-smooth toroidal embedding and D|U has integer coefficients.
Then π−1(U) ⊆ Y is a quasi-smooth toroidal embedding, and π is a toroidal mor-
phism. Denote ΣX = X\U and ΣY = Y \π−1(U). Then π∗Ω̃p

X/k(log ΣX)
∼→Ω̃p

Y/k(log ΣY ),
and by the projection formula

π∗Ω̃
p
Y/k(log ΣY ) = Ω̃p

X/k(log ΣX)⊗ π∗OY .
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Theorem 1.0.2. Suppose char k = 0. Let U ⊆ X and U ′ ⊆ X ′ be toroidal embeddings over
k, let µ : X ′ → X be a proper morphism which induces an isomorphism U ′

∼→U . Denote
ΣX = X \ U and ΣX′ = X ′ \ ΣX′. Then

Rqµ∗Ω̃
p
X′/k(log ΣX′) =

{
Ω̃p
X/k(log ΣX) q = 0

0 q 6= 0

Theorem 1.0.1 generalizes the known cyclic covering trick (see [25, Section 3], especially
3.3-3.11), where the base space X is assumed nonsingular, to the case when X is just
normal. Statement a) is elementary. The toroidal part of b) is implicit in [39] if (X,ΣX) is
log smooth, as already mentioned. The general case (Theorem 1.3.8) is proved by reduction
to the following fact: the normalized root of a toric variety with respect to a torus character
consists of several isomorphic copies of a toric morphism (Proposition 1.3.7). The sheaf
Ω̃p
X/k(log ΣX) consists of the rational p-forms ω of X such that both ω, dω are regular

near the prime divisors of X outside ΣX , and have at most simple poles at the prime
components of ΣX . It is called the sheaf of logarithmic p-forms of (X/k,ΣX), in the sense
of Zariski-Steenbrink. It is constructed by ignoring closed subsets of X of codimension
at least two, so in general it is singular. But if X \ ΣX ⊂ X is a toroidal embedding,
it is locally free [63, 15]. If X is nonsingular and ΣX is a normal crossing divisor, this
sheaf coincides with the sheaf of logarithmic forms Ωp

X/k(log ΣX) in the sense of Deligne

(see [25] for the algebraic version, with ΣX assumed simple normal crossing). If ΣX = 0,
then Ω̃p

X/k = Ω̃p
X/k(log 0) is the double dual of the usual sheaf of Kähler differentials Ωp

X/k.
We note that differential forms or vector fields on Y can be computed without the toroidal
assumption (Lemma 1.3.6).

Theorem 1.0.2 is the invariance of the logarithmic sheaves under different toroidal
embeddings, proved by Esnault and Viehweg [23, Lemma 1.5] in the case when X is
projective nonsingular and ΣX has normal crossings. One corollary is that

Hq(X, Ω̃p
X/k(log ΣX))→ Hq(X ′, Ω̃p

X′/k(log ΣX′))

is an isomorphism for every p, q. If X is proper and (X,X \U) is log smooth, the corollary
follows from the E1-degeneration of the spectral sequence induced in hypercohomology by
the logarithmic De Rham complex endowed with the naive filtration (Deligne [19]). If X
is projective and X \ U is a simple normal crossing divisor, Esnault-Viehweg [23, Lemma
1.5] proved that the corollary implies Theorem 1.0.2. We use the same idea, combined
with a result of Bierstone-Milman [12], in order to compactify strict log smooth toroidal
embeddings (Corollary 1.1.11).

The normalization of roots of multi sections of line bundles on normal varieties, and the
index one covers torsion Q-divisors on normal varieties, are both examples of normalized
roots of rational functions. In practice, index one covers are most useful. They preserve
irreducibility, so one can work in the classical setting of function fields. Their drawback is
that they do not commute with base change to open subsets. For this reason, at least for
proofs, we need to consider normalized roots of rational functions, which commute with
étale base change.
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1.1 Preliminaries

We consider varieties (reduced, possibly reducible), defined over an algebraically closed
field k.

1.1.1 Zariski-Steenbrink differentials

Let X/k be a normal variety. Its connected components coincide with its irreducible
components. Let k(X) be the ring of rational functions of X, consisting of functions
regular on a dense open subset of X. It identifies with the product of the function fields
of the irreducible components of X. A rational function is invertible if and only if it is not
zero on each irreducible component.

Let ω ∈ Ωp
k(X)/k be a rational differential p-form. Let E ⊂ X be a prime divisor. The

form ω is regular at E if it can be written as a sum of forms f0 · df1 ∧ · · · ∧ dfp, with
fi ∈ OX,E. The form ω has at most a logarithmic pole at E if both ω and dω have at most
a simple pole at E. If t is a local parameter at the generic point of E, this is equivalent
to the existence of a decomposition ω = dt

t
∧ ωp−1 + ωp, with ωp−1, ωp rational differentials

regular at E. If Ē → E is the normalization, the restriction ωp−1|Ē is independent of the
decomposition, called the residue of ω at E. The residue is zero if and only if ω is regular
at E.

For an open subset U ⊆ X, let Γ(U, Ω̃p
X/k) consist of the rational differential p-forms

which are regular at each prime divisor of X which intersects U . This defines a coherent
OX-module Ω̃p

X/k, called the sheaf of p-differential forms of X/k, in the sense of Zariski-

Steenbrink [69, 63]. If j : X0 ⊂ X is the nonsingular locus of X, Ω̃p
X/k = j∗(Ω

p
X0/k). If D is

a Weil divisor on X, let Γ(U, Ω̃p
X/k(D)) consist of the rational differential p-forms ω such

that tmultE D
E ω is regular at E, for every prime divisor E, with local parameter tE. This

defines a coherent OX-module Ω̃p
X/k(D). We have Ω̃p

X/k(D) = j∗(Ω
p
X0/k ⊗OX0(D|X0)).

Let Σ be a reduced Weil divisor on X, or equivalently, a finite set of prime divisors on
X. For an open subset U ⊆ X, let Γ(U, Ω̃p

X/k(log Σ)) consist of the rational differential

p-forms ω such that for every prime divisor E which intersects U , ω is regular (has at
most a logarithmic pole) at E if E /∈ Σ (E ∈ Σ). This defines a coherent OX-module
Ω̃p
X/k(log Σ), called the sheaf of logarithmic p-differential forms of (X/k,Σ), in the sense

of Zariski-Steenbrink. For a Weil divisor D on X, we can similarly define Ω̃p
X/k(log Σ)(D).

The tangent sheaf TX/k is already S2-saturated, since X is normal: a derivation θ of
k(X)/k is regular on an open subset U ⊆ X if and only if it is regular at each prime of
X which intersects U . For an open subset U ⊆ X, let Γ(U, T̃X/k(− log Σ)) consist of the
derivations θ ∈ Γ(U, TX/k) such that for every prime divisor E ∈ Σ which intersects U ,

θ preserves the maximal ideal mX,E. This defines a coherent OX-module T̃X/k(− log Σ),
called the sheaf of logarithmic derivations of (X,Σ), in the sense of Zariski-Steenbrink.
For a Weil divisor D on X, we can similarly define T̃X/k(D), T̃X/k(− log Σ)(D).
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Lemma 1.1.1. Let u : X ′ → X be an étale morphism. In particular, X ′ is normal.
Let Σ be a reduced Weil divisor on X, denote Σ′ = u−1(Σ). Then we have base change
isomorphisms

u∗Ω̃p
X/k

∼→Ω̃p
X′/k and u∗Ω̃p

X/k(log Σ)
∼→Ω̃p

X′/k(log Σ′).

Similar statements hold for twists with Weil divisors.

Proof. Denote U = X \ SingX and U ′ = X ′ \ SingX ′. Since u is smooth, we have
U ′ = u−1(U). We obtain a cartesian diagram

U ′

iU′
��

v // U

iU
��

X ′ u
// X

Since u is flat, the base change homomorphism u∗iU ∗Ω
p
U/k → iU ′∗v

∗Ωp
U/k is an isomor-

phism. Since v is smooth, v∗Ωp
U/k → Ωp

U ′/k is an isomorphism. Therefore the base change

isomorphism becomes u∗Ω̃p
X/k

∼→Ω̃p
X′/k.

Since u is étale, we have Σ′ = u−1(Σ), and Σ′ → Σ is étale. In particular, Sing Σ′ =
u−1(Sing Σ). Denote V = X \ (SingX ∪ Sing Σ) and V ′ = X ′ \ (SingX ′ ∪ Sing Σ′). We
obtain a cartesian diagram

V ′

iV ′
��

v // V

iV
��

X ′ u
// X

Since u is flat, the base change homomorphism u∗iV ∗Ω
p
V/k(log Σ|V )→ iV ′∗v

∗Ωp
V/k(log Σ|V ) is

an isomorphism. Since v is smooth, v∗Ωp
V/k(log Σ|V )→ Ωp

V ′/k(log Σ′|V ′) is an isomorphism.

Therefore the base change isomorphism becomes u∗Ω̃p
X/k(log Σ)

∼→Ω̃p
X′/k(log Σ′).

Lemma 1.1.2. Let u : X ′ → X be an étale morphism. Let E ′ be a prime divisor on X ′,
let E be the closure of u(E ′). Let ω be a rational p-form on X. Then

i) ω is regular at E if and only if u∗ω is regular at E ′.

ii) ω has at most a log pole at E if and only if u∗ω has at most a log pole at E ′.

Proof. i) There exists l � 0 such that ω ∈ Ω̃p
X(lE)E. By Lemma 1.1.1, the inclusion

Ω̃p
X/k ⊂ Ω̃p

X/k(lE) becomes after étale pullback Ω̃p
X′/k ⊂ Ω̃p

X′/k(lE
′). All sheaves that

appear being coherent, the section ω ∈ Ω̃p
X/k(lE)E belongs to (Ω̃p

X/k)E if and only the

pullback section u∗ω ∈ Ω̃p
X′/k(lE

′)E′ belongs to (Ω̃p
X′/k)E′

ii) The proof in the logarithmic case is similar.

Lemma 1.1.3. Let u : X ′ → X be an étale morphism. Let D be a Q-Weil divisor on X.
Let D′ = u∗D be the pullback Q-Weil divisor, defined by restricting to big open subsets.
Then

u∗OX(bDc) ∼→OX′(bD′c).
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Proof. Restrict to the smooth loci of X ′ and X. Round down commutes with pullback
since u is unramified in codimension one. By flat base change, the isomorphism extends
to X ′ and X.

1.1.2 Zariski-Steenbrink differentials and derivations on toric va-
rieties

Let M be a lattice, with dual lattice N = M∗. Let T = TN = Hom(M,k∗) be the induced
torus over k. The torus acts on the space of global regular functions, with eigenspace
decomposition

Γ(T,OT ) = ⊕m∈Mk · χm.
Recall that each element m ∈ M induces by evaluation a torus character χm : T → k∗.
Denote αm = d(χm)

χm
∈ Γ(T,ΩT/k). The application m 7→ αm is additive, and induces an

isomorphism
OT ⊗ZM

∼→ΩT/k, 1⊗m 7→ αm.

This follows from computations on the affine space, since a choice of basis m1, . . . ,mn of M ,
with induced characters zi = χmi , identifies T with the principal open set D(

∏n
i=1 zi) ⊂ Ank .

In particular, we obtain isomorphisms

OT ⊗Z ∧pM
∼→Ωp

T/k, 1⊗m 7→ αm.

Passing to global sections, the image of k ⊗ZM is V ⊂ Γ(T,ΩT/k), the subspace of global
1-forms invariant under the torus action. We have induced eigenspace decompositions

Γ(T,Ωp
T/k) = ⊕m∈Mχm · ∧pV.

So every regular form ω ∈ Γ(T,Ωp
T/k) admits a unique decomposition

ω =
∑
m∈M

χm · ω(m) (ω(m) ∈ ∧pV ).

For e ∈ N , there exists a unique k-derivation θe of Γ(T,OT ) such that θe(χ
m) =

〈m, e〉χm for every m ∈ M . The application α : N → Γ(T, TT/k), e 7→ θe is additive and
induces an isomorphism of OT -modules

1⊗Z α : OT ⊗Z N → TT/k.

Passing to global sections, the image of k⊗ZN is W ⊂ Γ(T, TT/k), the space of derivations
invariant under the torus action. We have an eigenspace decomposition

Γ(T, TT/k) = ⊕m∈MχmW.

So every k-derivation θ : k[M ]→ k[M ] has a unique decomposition

θ =
∑
m∈M

χmθ(m) (θ(m) ∈ W ).

As in [15, Lemma 4.3.1] or [51, Proposition 3.1], we obtain the following explict for-
mulas:
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Lemma 1.1.4. Let e ∈ N be a primitive vector. Then TN ⊂ TN emb(R≥0e) = X is an
affine torus embedding such that X \ T consists of a unique prime divisor E = V (e), and
both X/k and E/k are smooth. We have eigenspace decompositions:

a) Γ(X,Ωp
X/k) = ⊕〈m,e〉=0χ

m · α(k ⊗Z ∧p(M ∩ e⊥))⊕⊕〈m,e〉>0χ
m · ∧pV .

b) Γ(X, Ω̃p
X/k(logE)) = ⊕〈m,e〉≥0χ

m · ∧pV .

c) Γ(X, TX/k) = ⊕〈m,e〉=−1χ
m · kθe ⊕⊕〈m,e〉≥0χ

m ·W .

d) Γ(X, T̃X/k(− logE)) = ⊕〈m,e〉≥0χ
m ·W .

Let ω ∈ Γ(T,Ωp
T/k), and denote Suppω = {m ∈M ;ω(m) 6= 0}. Let θ ∈ Γ(T, TT/k) and

define similarly its support. Let T = TN ⊆ X be a torus embedding, let E = V (e) be an
invariant prime divisor on X. It corresponds to a primitive vector e ∈ N . The following
properties hold:

a) ω is regular at E if and only if for every m ∈ Suppω, either 〈m, e〉 > 0, or 〈m, e〉 = 0
and ω(m) ∈ α(k ⊗Z ∧p(M ∩ e⊥)).

b) ω has at most a logarithmic pole at E if and only if 〈m, e〉 ≥ 0 for every m ∈ Suppω.

c) θ is regular at E if and only if for every m ∈ Suppω, either 〈m, e〉 ≥ 0, or 〈m, e〉 = −1
and θ(m) ∈ kθe.

d) θ is regular logarithmic at E if and only if 〈m, e〉 ≥ 0 for every m ∈ Supp θ.

Properties a)-d) do not depend on the toric model X, only on the valuation of k(X) defined
by E. So they follow from Lemma 1.1.4.

Theorem 1.1.5. [51, Proposition 3.1] Let TN ⊆ X be a torus embedding. The complement
Σ = X \ T is a reduced Weil divisor on X, and we have natural isomorphisms

1⊗Z ∧pα : OX ⊗Z ∧pM → Ω̃p
X(log Σ)

1⊗Z α : OX ⊗Z N → T̃X/k(− log Σ)

In particular, Ω̃1
X/k(log Σ) is a trivial OX-module of rank equal to the dimension of X,

and ∧pΩ̃1
X/k(log Σ)

∼→Ω̃p
X/k(log Σ). And T̃X/k(− log Σ) is a trivial OX-module of rank equal

to the dimension of X.
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1.1.3 Toroidal embeddings

A toroidal embedding [39] is an open subset U ⊆ X in a normal variety X/k, such that for
every P ∈ X, there exists an affine toric variety Z = TN emb(σ), a point Q ∈ Z, and an
isomorphism of complete local k-algebras

ÔX,P ' ÔZ,Q

such that X \ U corresponds to Z \ TN . It follows that U is nonsingular, and Σ = X \ U
has pure codimension one. If each irreducible component of Σ is normal, the toroidal
embedding is called strict. A toroidal morphism f : (U ′ ⊆ X ′) → (U ⊆ X) of toroidal
embeddings is a morphism f : X ′ → X, such that for every P ′ ∈ X ′, we can choose local
formal isomorphisms as above such that ÔX,f(P ′) → ÔX′,P ′ corresponds to the morphism

ÔZ,g(Q′) → ÔZ′,Q′ induced by a toric morphism g : Z → Z ′. It follows that f(U ′) ⊆ U .

Given a local formal isomorphism as above, there exists by [10, Corollary 2.6] a hut

U ′ ⊂ X ′ 3 P ′
u

vv

v

((
U ⊂ X 3 P TN ⊂ Z 3 Q

with u, v étale, u(P ′) = P , v(P ′) = Q, and u−1(U) = U ′ = v−1(TN). By Theorem 1.1.5
and Lemma 1.1.1, we obtain

Theorem 1.1.6. Let U ⊆ X/k be a toroidal embedding. Then Ω̃1
X/k(log Σ) is a locally

trivial OX-module of rank equal to the dimension of X, and ∧pΩ̃1
X/k(log Σ)

∼→Ω̃p
X/k(log Σ).

Proposition 1.1.7. Let U ⊆ X and V ⊆ Y be toroidal embeddings. Let f : X → Y be
a morphism such that f(U) ⊆ V . The pullback homomorphism Ω•V/k → f∗Ω

•
U/k extends

(uniquely) to a homomorphism

Ω̃•Y/k(log ΣY )→ f∗Ω̃
•
X/k(log ΣX).

Proof. We prove the claim in two steps.

Step 1: Suppose T ⊂ Z is a torus embedding, v : Y → Z is a finite étale morphism,
and V = v−1(T ). Let M be the lattice of characters of the torus T . Let m1, . . . ,mn

be a basis of M , denote ti = χmi (1 ≤ i ≤ n). Then Ω̃1
Z/k(log ΣZ) is the free OZ-

module with basis dti
ti

(1 ≤ i ≤ n), and ∧pΩ1
Z/k(log ΣZ)

∼→Ωp
Y/k(log ΣY ). By Lemma 1.1.1,

v∗Ω̃•Z/k(log ΣZ)
∼→Ω̃•Y/k(log ΣY ). Denote zi = v∗ti (1 ≤ i ≤ n). Then zi ∈ Γ(V,O∗V ),

Ω̃1
Y/k(log ΣY ) is the free OY -module with basis

ωi =
dzi
zi
∈ Γ(Y, Ω̃1

Y/k(log ΣY )) (1 ≤ i ≤ n),
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and ∧pΩ̃1
Y/k(log ΣY )

∼→Ω̃p
Y/k(log ΣY ). Therefore, in order to prove the claim, it suffices to

show that f ∗ωi ∈ Γ(X, Ω̃1
X/k(log ΣX)). But gi = f ∗zi ∈ Γ(U,O∗U), and

f ∗ωi =
dgi
gi
∈ Γ(X, Ω̃1

X/k(log ΣX)).

The claim holds in this case.
Step 2: The claim is local on Y , so we may shrink Y to an affine open neighborhood

of a fixed point. By [10], there exists a hut

V ′ ⊂ Y ′

u

xx

v

&&
V ⊂ Y T ⊂ Z

where T ⊆ Z is a torus embedding, u, v are étale, and u−1(V ) = V ′ = v−1(T ). Denote
X ′ = X ×Y Y ′, and consider the base change diagram

X

f
��

X ′

f ′

��

u′oo

Y Y ′u
oo

Denote U ′ = u′−1(U). The restriction of the cartesian diagram to open subsets is also
cartesian

U

f
��

U ′

f ′

��

u′oo

V V ′u
oo

Since u′ is étale, U ′ ⊆ X ′ is also a toroidal embedding. Let ω ∈ Γ(Y,Ωp
Y/k(log ΣY )).

Then ω|V ∈ Γ(V,Ωp
V/k), so η = f ∗(ω|V ) ∈ Γ(U,Ωp

U/k). We have u′∗η = f ′∗u∗ω. By

Lemma 1.1.1, u∗ω ∈ Γ(Y ′, Ω̃p
Y ′/k(log ΣY ′)). By Step 1, f ′∗u∗ω ∈ Γ(X ′, Ω̃p

X′/k(log ΣX′)).

Therefore u′∗η has at most logarithmic poles along the primes of ΣX′ . By Lemma 1.1.2,
η ∈ Γ(X, Ω̃p

X/k(log ΣX)).

1.1.4 Log smooth embeddings

A log smooth embedding is a toroidal embedding U ⊆ X such that X/k is smooth. If we
denote Σ = X \ U , this is equivalent to (X,Σ) being a log smooth pair, that is X/k is
smooth and the restriction of Σ to each connected component of X is either empty, or a
normal crossing divisor. A log smooth embedding is called strict if it is so as a toroidal
embedding. This is equivalent to the property that each irreducible component of Σ is
smooth, that is Σ is a simple normal crossing divisor. We obtain an equivalence between
(strict) log smooth embeddings and (strict) log smooth pairs.

We assume char k = 0. We need the special case E = 0 of [12, Theorem 3.4]:
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Theorem 1.1.8 (Bierstone-Milman). Let X be a smooth irreducible variety, let Σ be a
reduced divisor on X. Let V be an open subset of X such that Σ|V has at most simple
normal crossing singularities. Then there exists a proper morphism σ : X ′ → X such that

a) X ′ is smooth and σ−1Σ has at most simple normal crossing singularities.

b) σ : σ−1(V )→ V is an isomorphism.

Lemma 1.1.9. Let U ⊆ X be an open dense embedding, with U smooth. Then there
exists a proper morphism σ : X ′ → X such that σ : σ−1(U) → U is an isomorphism and
σ−1(U) ⊆ X ′ is a strict log smooth open embedding.

Proof. Since U is smooth, the singular locus of X is contained in X \ U . By Hironaka’s
strong resolution of singularities, there exists a proper morphism σ : X ′ → X such that X ′

is smooth, σ−1(U)→ U is an isomorphism, and the complement of σ−1(U) in X is a SNC
divisor. The open embedding σ−1(U) ⊆ X ′ is therefore strict log smooth, and satisfies the
desired properties.

Lemma 1.1.10. Let U ⊆ X and X ⊆ Y be open dense embeddings.

1) If U ⊆ Y is a strict log smooth embedding, so is U ⊆ X.

2) Suppose U ⊆ X is a strict log smooth embedding. Then there exists a proper mor-
phism σ : Y ′ → Y such that σ : σ−1(X) → X is an isomorphism and the open em-
bedding σ−1(U) ⊆ Y ′ is strict log smooth.

Proof. 1) Since Y is smooth, so is X. The divisor Y \ U is SNC on Y , hence so is its
restriction (Y \ U)|X = X \ U . Therefore U ⊆ X is strict log smooth.

2) Since U ⊆ X is strict log smooth, X is smooth. By Lemma 1.1.9 for X ⊆ Y , we
may replace Y by a modification outside X, so that X ⊆ Y is also strict log smooth.
Let Σ = Y \ U = (Y \ X) ∪ (X \ U). Then Σ is a divisor on Y . Its restriction to X is
Σ|X = X \ U , a SNC divisor by assumption. By Theorem 1.1.8, we may replace Y by a
modification outside X so that Σ becomes a SNC divisor on Y . Therefore U ⊆ Y is strict
log smooth.

Corollary 1.1.11. Let U ⊆ X be a strict log smooth embedding. Then there exists an open
embedding j : X ⊆ X̄ such that the induced open embedding U ⊆ X̄ is strict log smooth,
and X̄/k is proper.

Proof. By Nagata, there exists an open dense embedding X ⊆ X̄, with X̄/k proper. By
Lemma 1.1.10.2), we may replace X̄ by a modification outside X, so that the induced
embedding U ⊆ X̄ is strict log smooth.

Corollary 1.1.12. Let U ⊆ X and V ⊆ Y be strict log smooth open embeddings. Let
f : X → Y be a morphism such that f(U) ⊆ V . Then there exists a commutative diagram

U

��

// X

f
��

// X̄

f̄
��

V // Y // Ȳ
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such that

a) the vertical arrows are open embeddings.

b) U ⊆ X̄ and V ⊆ Ȳ are strict log smooth embeddings.

c) X̄ and Ȳ are proper over k.

Moreover, f is proper if and only if X = f̄−1(Y ).

Proof. By Corollary 1.1.11, there exists an open embedding Y ⊆ Ȳ such that Ȳ is proper
and V ⊆ Ȳ is strict log smooth. By Nagata, there exists an open embedding X ⊆ X ′ with
X ′ proper. Then f induces a rational map f̄ : X ′ 99K Ȳ . Let Γ be the graph of f̄ , with
induced morphisms to X ′ and Ȳ , which partially resolve f̄ . Since f̄ is defined over X,
Γ → X ′ is an isomorphism over X. We obtain a chain of open embeddings U ⊆ X ⊆ Γ.
By Lemma 1.1.10.2), we may replace Γ by a modification outside X, denoted X̄, such that
U ⊆ X̄ is strict log smooth. This ends the construction of the diagram. The last statement
follows from Lemma 1.1.13.

Lemma 1.1.13. Let f : X → S be a proper morphism of schemes. Let U ⊆ X and V ⊆ S
be open dense subsets such that f(U) ⊆ V . The following properties are equivalent:

1) The induced morphism g : U → V is proper.

2) U = f−1(V ).

Proof. 1) =⇒ 2): Consider the commutative diagram

U

g
��

ι // f−1(V )

f |f−1(V ){{
V

Since f |f−1(V ) is proper and g is separated, it follows that the open embedding ι is proper.
Since U is also dense in f−1(V ), we obtain U = f−1(V ).

2) =⇒ 1): The morphism g is obtained from f by base change with open embedding
V ⊂ S. Therefore it is proper.

1.1.5 Hypercohomology with supports

Let X be an algebraic variety. Let U ⊆ X be an open subset, let Z = X \U . Let α : A → B
be a homomorphism of bounded below complexes of OX-modules.

Lemma 1.1.14. Suppose the natural maps in hypercohomology induced by α and α|U

H∗(X,A)→ H∗(X,B), H∗(U,A|U)→ H∗(U,B|U)

are isomorphisms. Then the natural map induced by α in hypercohomology with support in
Z is also an isomorphism:

H∗Z(X,A)
∼→H∗Z(X,B).



1.1. PRELIMINARIES 13

Proof. The long exact sequences for hypercohomology with supports induce a commutative
diagram with exact rows

Hi−1(X,A)

��

// Hi−1(U,A)

��

// Hi
Z(X,A)

��

// Hi(X,A) //

��

H i(U,A)

��
Hi−1(X,B) // Hi−1(U,B) // Hi

Z(X,B) // Hi(X,B) // Hi(U,B)

All but the middle vertical arrows are isomorphisms. Then the middle vertical arrow is
also an isomorphism, by the 5-lemma.

Lemma 1.1.15. Suppose α is a quasi-isomorphism over U . If dimZ = 0 and the natural
maps

H∗Z(X,A)→ H∗Z(X,B)

are isomorphisms, then α is a quasi-isomorphism.

Proof. This follows from the local to global spectral sequence, cf. [52, page 196].

Lemma 1.1.16. Suppose Z is a finite disjoint union of closed subsets Zi. Then the natural
homomorphisms ⊕iH∗Zi(X,A)→ H∗Z(X,A) are isomorphisms.

Proof. By induction on the cardinality of the Zi’s, and the Mayer-Vietoris sequence.

1.1.6 Invariance of logarithmic sheaves

Suppose char k = 0. To avoid heavy notation, we denote Ω̃p
X/k(log Σ) by Ωp

X(log Σ).

Theorem 1.1.17. Let (X ′,Σ′), (X,Σ) be strict log smooth pairs, let f : X ′ → X be a
proper morphism such that f : X ′ \ Σ′ → X \ Σ is an isomorphism. Then for every p, the
natural homomorphism

Ωp
X(log Σ)→ Rf∗Ω

p
X′(log Σ′)

is a quasi-isomorphism.

Proof. Denote α : Ωp
X(log Σ) → Rf∗Ω

p
X′(log Σ′). We prove by induction on dimX that α

is a quasi-isomorphism. If dimX = 1, then f is an isomorphism and the claim is clear.
Suppose dimX ≥ 2. Let Z be the complement of the largest open subset of X where
α is a quasi-isomorphism. It is the union of the supports of the following OX-modules:
the cokernel C of Ωp

X(log Σ) → f∗Ω
p
X′(log Σ′), and Rif∗Ω

p
X′(log Σ′) (i > 0). Suppose by

contradiction that Z is nonempty.
Step 1: We claim that dimZ ≤ 0. Indeed, the statement is local on X, so we may

suppose X is affine. Let H be a general hyperplane section of X. Denote H ′ = f ∗H. Then
(H,Σ|H) and (H ′,Σ′|H′) are strict log smooth, and g = f |H′ : H ′ → H maps H \ (Σ|H)
isomorphically onto H ′ \ (Σ′|H′). By induction, Ωp

H(log Σ|H) → Rg∗Ω
p
H′(log Σ′|H′) is a

quasi-isomorphism.
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Since H is general, we have base change isomorphisms

Rif∗Ω
p
X′(log Σ′)|H

∼→Rig∗Ω
p
H′(log Σ′|H′) (i ≥ 0).

For i > 0, the right hand side is zero, and therefore Rif∗Ω
p
X′(log Σ′)|H is zero. For i = 0,

consider the commutative diagram with exact raws

Ωp
X(log Σ)|H

r

��

// f∗Ω
p
X′(log Σ′)|H

r′

��

// C|H
r′′

��

// 0

Ωp
H(log Σ|H) ' // g∗Ω

p
H′(log Σ′|H′) // 0

where r′′ is induced by r and r′. Since r′ is injective and r is surjective, it follows that r′′

is injective. Therefore C|H = 0.
We conclude that Z ∩H = ∅. Therefore dimZ ≤ 0.
Step 2: We claim that H∗Z(X,α) is an isomorphism. Indeed, denote U ′ = X ′ \ Σ′,

U = X \Σ. Then U ′ ⊆ X ′ and U ⊆ X are strict log smooth embeddings, and f : X ′ → X
maps U ′ isomorphically onto U . We compactify this data as in Corollary 1.1.12:

U ′

��

// X ′

f
��

// X̄ ′

f̄
��

U // X // X̄

Since f is proper, it is obtained from f̄ by base change with the open embedding X ⊆ X̄.
Denote Σ̄′ = X̄ ′ \ U ′, Σ̄ = X̄ \ U . Consider the natural homomomorphism

ᾱ : Ωp

X̄
(log Σ̄)→ Rf̄∗Ω

p

X̄′
(log Σ̄′).

Since the second square is cartesian, Σ̄′|X′ = Σ′, Σ̄|X = Σ, and logarithmic sheaves com-
mute with base change by open embeddings, we obtain an identification

ᾱ|X
∼→α.

Denote Z̄ = Z∪(X̄ \X) and Ū = X̄ \Z̄ = X \Z. From the quasi-isomorphism ᾱ|Ū
∼→α|X\Z ,

we deduce that ᾱ is a quasi-isomorphism over Ū . Therefore we obtain isomorphisms

H∗(Ū ,Ωp

X̄
(log Σ̄)|Ū)→ H∗(Ū , Rf̄∗Ωp

X̄′
(log Σ̄′)|Ū).

Next, we claim that the homomorphism H∗(X̄,Ωp

X̄
(log Σ̄))→ H∗(X̄, Rf̄∗Ωp

X̄′
(log Σ̄′)) is

also an isomorphism. Indeed, it identifies with the homomorphism

H∗(X̄,Ωp

X̄
(log Σ̄))→ H∗(X̄ ′,Ωp

X̄′
(log Σ̄′)).

This is an isomorphism by the Atiyah-Hodge lemma and Deligne’s theorem on E1 degener-
ation for logarithmic de Rham complexes, since X̄ ′, X̄ are proper and f̄ : X̄ ′ \ Σ̄′ → X̄ \ Σ̄
is the isomorphism f : U ′

∼→U .
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By Lemma 1.1.14, H∗
Z̄

(X̄, ᾱ) is an isomorphism. Since Z̄ is the disjoint union of Z with
X̄ \ X, we deduce that H∗Z(X̄, ᾱ) is an isomorphism. Since Z is contained in the open
subset X of X̄ and ᾱ|X = α, it follows by excision that H∗Z(X,α) is an isomorphism.

Step 3: Since dimZ = 0 and H∗Z(X,α) is an isomorphism, Lemma 1.1.15 implies that
α is a quasi-isomorphism. That is Z = ∅, a contradiction.

Corollary 1.1.18. Let (X ′,Σ′), (X,Σ) be toroidal pairs, let f : X ′ → X be a proper mor-
phism such that f : X ′ \ Σ′ → X \ Σ is an isomorphism. Then for every p, the natural
homomorphism

Ωp
X(log Σ)→ Rf∗Ω

p
X′(log Σ′)

is a quasi-isomorphism.

Proof. We prove the claim in several steps.

Step 0: If moreover (X ′,Σ′) is strict log smooth, if suffices to check the claim for a
particular f . Indeed, suppose g : (X ′′,Σ′′) → (X,Σ) is another morphism with the same
properties, with (X ′′,Σ′′) strict log smooth, and we know the claim holds for g. There
exists a Hironaka hut

(X ′′′,Σ′′′)

xx &&
(X ′,Σ′)

&&

(X ′′,Σ′′)

xx
(X,Σ)

such that (X ′′′,Σ′′′) is strict log smooth, and all arrows are isomorphisms above X \ Σ.
The claim holds for X ′′/X by assumption, and for X ′′′/X ′′ by Theorem 1.1.17. Therefore
it holds for X ′′′/X. By Theorem 1.1.17, it also holds for X ′′′/X ′. Therefore it holds for
X ′/X.

Step 1: Suppose (X ′,Σ′), (X,Σ) and f are toric. In this case, Ωp
X(log Σ) ' O⊕rX for

some r, and f ∗Ωp
X(log Σ)→ Ωp

X′(log Σ′) is an isomorphism. By the projection formula, our
homomorphism is a quasi-isomorphism if and only if

OX → Rf∗OX′

is a quasi-isomorphism. This holds, and can be proved combinatorially [15].

Step 2: Suppose (X ′,Σ′) is strict log smooth and (X,Σ) is toric. There exists a toric
log resolution (X ′′,Σ′′)→ (X,Σ), which by construction is an isomorphism over the torus
T = X \Σ. Moreover, (X ′′,Σ′′) is strict log smooth. By Step 1, the claim holds for X ′′/X.
By Step 0, it also holds for X ′/X.
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Step 3: (X ′,Σ′) is strict log smooth and (X,Σ) is toroidal. The claim is local on X.
After possibly shrinking X near a fixed point, there exists a hut

(Y,ΣY )

yy %%
(X,Σ) (Z,ΣZ)

such that Y/X and Y/Z are étale, ΣY is the preimage of both Σ and ΣZ , and (Z,ΣZ) is the
restriction to an open subset of a toric pair. Our sheaves commute with étale base change,
so our claim on X is equivalent to the claim for the pullback of (X ′,Σ′) → (X,Σ) to Y .
On the other hand, we can construct a toric resolution, which when restricted to the open
subset Z will satisfy the claim. After base change to Y , the claim still holds. We obtain
two morphisms (Y ′,Σ′)→ (Y,ΣY )← (Y ′′,Σ′′) as in the claim, with (Y ′,Σ′), (Y ′′,Σ′′) strict
log smooth. The claim holds for Y ′′/Y . By Step 0, it also holds for Y ′/Y . Therefore it
holds for X ′/X.

Step 4: By Hironaka, there exists a diagram

(X ′,Σ′)

��

(X ′′,Σ′′)

xx

oo

(X,Σ)

such that (X ′′,Σ′′) is strict log smooth and X ′′/X ′ is an isomorphism over X ′ \ Σ′. By
Step 3, the claim holds for X ′′/X and X ′′/X ′. Therefore it holds for X ′/X.

1.2 Roots of sections

Let X be a scheme and L an invertible OX-module. For n ∈ Z, denote the tensor product
L⊗n by Ln.

Proposition 1.2.1. Consider a global section s ∈ Γ(X,Ln), for some positive integer n.
Then there exist a morphism of schemes π : Y → X and a global section t ∈ Γ(Y, π∗L),
such that tn = π∗s, and the following universal property holds: if g : Y ′ → X is a morphism
of schemes, and s′ ∈ Γ(Y ′, g∗L) is a global section such that s′n = g∗s, then there exists a
unique morphism u : Y ′ → Y such that g = π ◦ u and s′ = u∗t.

Proof. Step 1: Suppose X = SpecA and L = OX . Then s ∈ Γ(X,OX) = A. The ring
homomorphism

A→ A[T ]

(T n − s)
induces a finite morphism π : Y → X. If we denote by t ∈ Γ(Y,OY ) the class of T , we have
tn = π∗s. Let g : Y ′ → X be a morphism of schemes, and s′ ∈ Γ(Y ′,OY ′) with s′n = g∗s.
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There exists a unique homomorphism of A-algebras

A[T ]

(T n − s)
→ Γ(Y ′,OY ′)

which maps T to s′. This translates into a morphism u : Y ′ → Y with g = π ◦ u and
s′ = u∗t.

Step 2: Consider the OX-algebra A = ⊕n−1
i=0 L−i, with the following multiplication: if

ui, uj are local sections of Ai and Aj respectively, their product is the local section ui⊗ uj
of Ai+j if i + j < n, and the local section ui ⊗ uj ⊗ s of Ai+j−n if i + j ≥ n. Let
π : Y = SpecX(A)→ X be the induced finite morphism of schemes.

Let u ∈ Γ(U,L) be a nowhere zero section on some open subset U ⊆ X. Then s|U = fun

for some f ∈ Γ(U,OU). Then L|U = OUu and A|U = ⊕n−1
i=0OUu−i, u−1 ∈ Γ(U,A1) satisfies

(u−1)n = f , and mapping T 7→ u−1 induces an isomorphism over U

π−1(U)
∼→ SpecU

OU [T ]

(T n − f)
.

Therefore the construction of A globalizes the local construction in Step 1.
Consider the section u−1 · π∗u ∈ Γ(π−1(U), π∗L). It satisfies (u−1 · π∗u)n = π∗(s|U). If

u′ is another nowhere zero global section of L|U , then u′ = vu for some unit v ∈ Γ(U,O×U ).
Since π∗v = v, we obtain u′−1 · π∗u′ = u−1 · π∗u. So the section does not depend on the
choice of u. Since X can be covered by affine open subsets which trivialize L, it follows
that u−1 · π∗u glue to a section t of π∗L whose n-th power is π∗s. The universal property
can be checked on affine open subsets of X on which L is trivial, so it follows from Step
1.

The morphism π : Y → X, endowed with the section t ∈ Γ(Y, π∗L), is unique up to an
isomorphism over X. It is called the n-th root of s. We denote Y by X[ n

√
s], and t by n

√
s.

Lemma 1.2.2. Let s ∈ Γ(X,Ln) be a global section for some n ≥ 1, let π : X[ n
√
s] → X

be the n-th root of s. The following properties hold:

a) π∗OX[ n
√
s] = ⊕n−1

i=0 L−i.

b) Suppose the group of units Γ(X,O∗X) contains a primitive n-th root of 1. Then
Z/nZ acts on X[ n

√
s], the morphism π is the induced quotient map, and a) is the

decomposition into eigensheaves.

c) The morphism π is finite and flat.

d) Let f : X ′ → X be a morphism. Then the n-th root of f ∗s ∈ Γ(X ′, f ∗Ln) is the
pullback morphism X[ n

√
s]×X X ′ → X ′, endowed with the pullback section.

Proof. All properties follow from the local description of the n-th root in the case when X
is affine and L = OX . Note that π is flat since L is locally free. In b), let ζ ∈ Γ(X,O∗X)
be a primitive n-th root of 1. The action is (ζ, aT i) 7→ ζ iaT i for the local model in Step 1,
and (ζ, ui) 7→ ζ iui for the global model in Step 2.
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Example 1.2.3. Consider A1
Z = SpecZ[T ], and n ≥ 1. View T as a global section of

OnA1
Z

= OA1
Z
. The n-th root of T is the endomorphism πn : A1

Z → A1
Z induced by T 7→

T n, and the global section is again T . Indeed, (πn, T ) satisfies the universal property.
Since roots commute with base change by Lemma 1.2.2.d), we also obtain the following
description: let f ∈ Γ(X,OX) and n ≥ 1. View f as a global section of OnX = OX . The
n-th root of f coincides with X ×A1

Z
A1
Z, where f : X → A1

Z is the morphism induced by f ,

and πn : A1
Z → A1

Z is the n-th root of T . We obtain a cartesian diagram

X

f
��

X[ n
√
f ]πoo

��
A1
Z A1

Z
πnoo

Remark 1.2.4. Let m,n ≥ 1 and s ∈ Γ(X,Lmn). Then the mn-th root of s is the
composition of two roots: the m-th root of s ∈ Γ(X, (Ln)m), followed by the n-th root of
m
√
s. Indeed, this composition satisfies the universal property.

Example 1.2.5. If s vanishes nowhere and n ∈ Γ(X,O∗X), then X[ n
√
s] → X is a finite

étale covering.

Remark 1.2.6. Let A be a ring, a ∈ A and u ∈ U(A). Then A[ n
√
a]
∼→A[ n
√
una] over A.

Indeed, T 7→ uT induces an A-isomorphism A[T ]/(T n − a)
∼→A[T ]/(T n − una).

Remark 1.2.7. Suppose X is reduced and irreducible, and n ∈ Γ(X,O∗X). Let s1, s2 be
two nonzero global sections of Ln with the same zero locus, an effective Cartier divisor D.
Then s2 = us1 for some unit u ∈ Γ(X,O×X). The two cyclic covers X[ n

√
si]→ X (i = 1, 2)

become isomorphic after base change with the étale cover τ : X[ n
√
u] → X. If X/k is

proper, then Γ(X,OX) = k, so u ∈ k×. Therefore n
√
u ∈ k× so τ is an isomorphism. It

follows that the two cyclic covers are already isomorphic over X. Therefore, if X/k is
integral and proper, we can speak of the cyclic cover associated to OX(D) ' Ln.

Even if X is reduced and s is nowhere zero, the scheme X[ n
√
s] may not be reduced.

For example, F2[T ]/(T 2 − 1) has nilpotents, as T 2 − 1 = (T − 1)2.

Remark 1.2.8. Suppose ζ ∈ Γ(X,O×X) satisfies ζq = 1, and q ≥ 1 is minimal with this
property. Let s ∈ Γ(X,Ln) and n, q ≥ 1. Then T nq − sq =

∏
ζ∈µq(T

n − ζs). Therefore

X[ nq
√
sq] = ∪ζ∈µqX[ n

√
ζs].

Example 1.2.9 (Singularities of semistable reduction). Let X = Adk and s =
∏d

i=1 z
mi
i ∈

Γ(X,OX), for some (m1, . . . ,md) ∈ Nd \ 0. Let n ≥ 2 with char k - n. The n-th root of s
is the hypersurface

X[ n
√
s] = Z(tn −

d∏
i=1

zmii ) ⊂ Ad+1
k .
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It is smooth if and only if d = 1 and m1 = 1. Else, its singular locus is

∪mi≥2Z(t, zi) ∪ ∪mi=mj=1,i 6=jZ(t, zi, zj).

The components of the former (latter) kind have codimension one (two) in X[ n
√
s]. There-

fore X[ n
√
s] is normal if and only if maximi = 1.

Denote g = gcd(n,m1, . . . ,md). Let n = gn′,mi = gm′i. Denote s′ =
∏d

i=1 z
m′i
i . Then

X[ n
√
s] is a reduced k-variety, with irreducible decomposition

X[ n
√
s] = ∪ζ∈µgX[ n

′√
ζs′].

Each irreducible component is isomorphic over X to X[ n
′√
s′]. The latter is the simplicial

toric variety TΛ emb(σ), where Λ = {λ ∈ Zd;
∑d

i=1 λimi ∈ rZ} and σ ⊂ Rd is the standard
positive cone (cf. [39, page 98], [63, Lemma 2.2], [42, Example 9.9, Proposition 10.10]).

If d = 1, the root is easier to describe. The normalization X̄[ n
′√
s′] → X[ n

′√
s′] is

A1 → A2, x 7→ (xm1 , xn
′
). So X[ n

√
s] consists of g lines through the origin in the affine

plane, each line being isomorphism over X to the morphism A1 → A1, x 7→ xn
′
.

1.2.1 Roots of torus characters

Let TN be a torus defined over a field k. Let M = N∗ be the dual lattice. The multiplicative
group of units of the torus is

Γ(TN ,O∗TN ) = {cχm; c ∈ k×,m ∈M}.

Let v ∈M . Let n ≥ 1. Denote M ′ = M + Z v
n
⊂MQ. The lattice dual to M ′ is

N ′ = {e ∈ N ; 〈v, e〉 ∈ nZ}.

The set {i ∈ Z; i v
n
∈ M} is a subgroup of Z, of the form n′Z for some divisor 1 ≤ n′ | n.

Denote d = n/n′ and v′ = v/d ∈M . Since v
n

= v′

n′
, we obtain i

n′
v /∈M for every 0 < i < n′.

Proposition 1.2.10. a) Suppose n′ = n. Then the n-th root of the unit χv ∈ Γ(TN ,O∗TN )
is the torus homomorphism TN ′ → TN induced by the inclusion N ′ ⊆ N , endowed
with the unit χ

v
n ∈ Γ(TN ′ ,O∗TN′ ).

b) Suppose k contains µn, the cyclic group of order n. Then TN [ n
√
χv] is reduced, with d

irreducible components, and irreducible decomposition TN [ n
√
χv] = tζ∈µdTN [ n

′√
ζχv′ ].

Each irreducible component is isomorphic to TN ′ over TN .

Proof. a) We check that k[M ] ⊆ k[M ′] and χv = (χ
v
n )n satisfy the universal property of

the root. Let g : k[M ]→ B be a ring homomorphism such that g(χv) = bn for some b ∈ B.
The assumption n′ = n is equivalent to i

n
v /∈M for every 0 < i < n. That is every element

m′ ∈M ′ has a unique representation

m′ = m+
i

n
v (m ∈M, 0 ≤ i ≤ n− 1).
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Define g′ : k[M ′]→ B by g′(cχm
′
) = g(cχm)·bi (c ∈ k). This induces a ring homomorphism,

the unique extension of g to k[M ′] such that g(χ
v
n ) = b.

b) We have T n − χv =
∏

ζ∈µd(T
n′ − ζχv′). By a), each factor is irreducible. Therefore

TN [ n
√
χv] is reduced, with d irreducible components, and irreducible decomposition

TN [ n
√
χv] = ∪ζ∈µdTN [ n

′√
ζχv′ ].

The union is disjoint, since TN is normal and TN [ n
√
χv] → TN is étale. Since k contains

µn, n′
√
ζ ∈ k for every ζ ∈ µd. By Remark 1.2.6, each irreducible component is isomorphic

over TN with TN ′ .

Remark 1.2.11. With the same proof, we obtain: let TN ⊂ TN emb(∆) = X be a torus
embedding such that χv is a regular function on X.

a) Suppose n′ = n. Then the n-th root of χv ∈ Γ(X,OX) is the toric morphism

X ′ = TN ′ emb(∆)→ X = TN emb(∆)

induced by the inclusionN ′ ⊆ N , endowed with the regular function χ
v
n ∈ Γ(X ′,OX′).

b) Suppose k contains µn. Then X[ n
√
χv] is reduced, with d irreducible components, and

irreducible decomposition X[ n
√
χv] = ∪ζ∈µdX[ n

′√
ζχv′ ]. Each irreducible component

is isomorphic over X with TN ′ emb(∆).

1.2.2 Roots of units in a field

Let K be a field. Let n be a positive integer which is not divisible by the characteristic of
K. The polynomial T n − 1 ∈ K[T ] is separable. It has n distinct roots in the algebraic
closure of K, denoted

µn(K) = {x ∈ K̄;xn = 1}.
The multiplicative group µn(K) must be cyclic, hence isomorphic to Z/nZ. An n-th root
of unity ζ ∈ µn(K) is a generator if and only if ζn/d 6= 1 for every divisor 1 < d | n. A
generator is called a primitive n-th root of unity of K. We have T n− 1 =

∏
ζ∈µn(K)(T − ζ)

in K̄[T ]. Therefore

T n − xn =
∏

ζ∈µn(K)

(T − ζx)

for every x ∈ K×. If K contains µn(K), the decomposition holds in K[T ].
Let f ∈ K×. Consider the integral extension K → K[T ]/(T n − f). We have

K[T ]/(T n − f) = ⊕n−1
i=0 Kt

i.

Lemma 1.2.12. Let 1 ≤ d | n be the maximal divisor of n such that T d − f has a root in
K, say g. Suppose K contains µd(K) and a root of T 4 + 4. Let n = dn′. Then

T n − f =
∏

ζ∈µd(K)

(T n
′ − ζg)
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is the decomposition into distinct irreducible factors in K[T ]. The polynomial classes

Pζ =
1∏

ζ′∈µd(K)\ζ(ζg − ζ ′g)

T n − f
T n′ − ζg

∈ K[T ]

(T n − f)
(ζ ∈ µd(K))

induce an isomorphism of K-algebras∏
ζ∈µd(K)

K[T ]

(T n′ − ζg)

∼→ K[T ]

(T n − f)
, (αζ)ζ 7→

∑
ζ

αζPζ .

On the left hand side, each factor is a separable field extension of K. In particular, the
ring K[T ]/(T n − f) is reduced; and an integral domain if and only if d = 1.

The cyclic group µd(K) acts on K[T ]/(T n−f), trivially on K and by multiplication on
T . Under the isomorphism, this corresponds to the µd(K)-action on the product given by
the partial permutations ξ : (αζ)ζ 7→ (αξn′ζ)ζ. Moreover, if K contains µn(K), then µn(K)
acts on both sides by the same formulas, and the action is transitive (hence it permutes the
factor fields).

Proof. The decomposition of T n − f is clear, and the factors are distinct. Suppose by
contradiction that T n

′ − ζg is not irreducible. It follows from [46, Theorem III.9.16] that
there exists x ∈ K such that a) ζg = xp for some prime p | n′; or b) ζg = −4x4 and 4 | n′.
In case b), ζg = (yx)4 where y is a root of T 4 + 4 in K. Therefore ζg = hd

′
for some h ∈ K

and 1 < d′ | n′. Then hdd
′
= f and d < dd′ | n, contradicting the maximality of d.

The standard formula for partial fractions with distinct linear factors gives 1 =
∑

ζ∈µd(K) Pζ .

We have Pζ · Pζ′ = 0 if ζ 6= ζ ′, and P 2
ζ = Pζ . We obtain the desired isomorphism.

Consider the µd(K)-action. Since Pζ is idempotent, it follows that (Pζ)
ξ = Pξ−n′ζ

for every ξ ∈ µd(K). Therefore the isomorphism transforms this action into the partial
permutations ξ : 1ζ 7→ 1ξ−n′ζ . That is ξ : (αζ)ζ 7→ (αξn′ζ)ζ . Note that the action is trivial if
and only if d | n′.

Suppose moreover that µn(K) ⊂ K. It acts on both sides by the same formulas. Note
that of ξ ∈ µn(K), then multiplication by ξ−n

′
induces a bijection of µd(K). The action is

transitive, since for every ζ, ζ ′ ∈ µd(K) there exists ξ ∈ µn(K) such that ξn
′
ζ ′ = ζ.

Note that any field which contains an algebraically closed field, contains a root of T 4+4.
And T 4 + 4c4 = (T 2 − 2cT + 2c2)(T 2 + 2cT + 2c2).

Lemma 1.2.13. Let A ⊆ K be a domain, integrally closed in K. Suppose A contains
µn(K), and the reciprocal of the Vandermonde determinant associated to some ordering
of the elements of µn(K). Consider the ring homomorphism A → K[T ]/(T n − f). The
integral closure of A is

Ā = ⊕n−1
i=0 {x ∈ K;xnf i ∈ A}ti.

Moreover, under the product decomposition of Lemma 1.2.12, Ā corresponds to the product
of integral closures of A in the factor fields, and each of the d-factors has the explicit
description

Āζ = ⊕n′−1
j=0 {x ∈ K;xnf j ∈ A}tjζ .
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The integral extension A → Ā is Galois, with Galois group µn(K). The Galois group
permutes the factors of the decomposition.

Proof. Each element α ∈ K[T ]/(T n − f) has a unique representation

α =
n−1∑
i=0

xit
i (xi ∈ K).

Step 1: We claim that α ∈ Ā if and only if xit
i ∈ Ā, for every i. Indeed, the converse

is clear. Suppose α ∈ Ā. The cyclic group µn(K) acts on K[T ]/(T n − f), trivially on
K, and by multiplication on T . It also acts on A, since A contains µn(K). Therefore
αζ =

∑n−1
i=0 ζ

ixit
i ∈ Ā, for every ζ ∈ µn(K). Choose an ordering ζ0, ζ1, . . . , ζn−1 of µn(K).

Since the Vandermonde determinant

det


ζ0

0 ζ1
0 · · · ζn−1

0

ζ0
1 ζ1

1 · · · ζn−1
1

...
...

. . .
...

ζ0
n−1 ζ1

n−1 · · · ζn−1
n−1

 =
∏

0≤i<j≤n−1

(ζj − ζi)

is a unit in A, each xit
i is a combination of the αζ ’s, with coefficients in A. Therefore

xit
i ∈ Ā.
Step 2: Let x ∈ K and 0 ≤ i < n. We claim that xti ∈ Ā if and only if xnf i ∈ A.

Indeed, denote y = xnf i ∈ K. We have y = (xti)n. If y ∈ A, then xti ∈ Ā. Conversely,
suppose there exists an equation in K[T ]/(T n − f)

(xti)m +
m∑
l=1

al(xt
i)m−l = 0 (al ∈ A).

Raising the equation to some power, we may suppose n | m. Then m − l ≡ 0 (mod n) if
and only if n | l. So the coefficient of t0 in the equation is

y
m
n +

∑
n|l

aly
m−l
n = 0.

Then y is algebraic over A. Therefore y ∈ A.
Step 3: Consider the product decomposition from Lemma 1.2.12. We have (

∑
ζ αζPζ)

m =∑
ζ α

m
ζ Pζ for every m ≥ 0. Therefore

∑
ζ αζPζ is integral over A if and only if each αζ is

integral. By Steps 1 and 2, the integral closure of A in K[T ]/(T n
′ − ζg) is the integrally

closed domain
Āζ = ⊕n′−1

j=0 {x ∈ K;xn
′
(ζg)j ∈ A}tjζ .

Since A is integrally closed in K, xn
′
(ζg)j ∈ A if and only if (xn

′
(ζg)j)d ∈ A. That is

xnf q ∈ A. Therefore
Āζ = ⊕n′−1

j=0 {x ∈ K;xnf j ∈ A}tjζ .
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In particular, the product decomposition of Lemma 1.2.12 induces an isomorphism of A-
algebras ∏

ζ∈µd(K)

Āζ
∼→Ā.

Remark 1.2.14. Denote X = SpecA. If f is a non-zero rational function on X, that is
f ∈ Q(A), then {x ∈ Q(A);xnf i ∈ A} = Γ(X,OX(b i

n
div(f)c)).

1.2.3 Irreducible components, normalization of roots

Lemma 1.2.15. Let A be an integral domain, integrally closed in its field of fractions Q.
Suppose Q contains a root of T 4 + 4. Let 0 6= a ∈ A and n ≥ 1.

1) Suppose T d− a has no root in A, for every divisor 1 < d | n. Then A[T ]/(T n− a) is
an integral domain with quotient field Q[T ]/(T n − a).

2) Suppose char(Q) - n, and A contains µn(Q) and the reciprocal of the Vandermonde
determinant associated to some ordering of the elements of µn(Q) (e.g. A contains
an algebraically closed field whose characteristic does not divide n). Then the ring
A[T ]/(T n− a) has no nilpotents, and the integral closure in its total ring of fractions
Q[T ]/(T n − a) is ⊕n−1

i=0 {q ∈ Q; qnai ∈ A}ti.

Proof. 1) Since A is integrally closed, T d − a has a root in A if and only if it has a root in
Q. Therefore d = 1 in Lemma 1.2.12. Therefore Q[T ]/(T n − a) is a field. The application
A[T ]/(T n−a)→ Q[T ]/(T n−a) is injective. Therefore A[T ]/(T n−a) is an integral domain
with quotient field Q[T ]/(T n − a).

2) Let 1 ≤ d | n be the maximal divisor such that a = a′d for some a′ ∈ A. Denote
n′ = n/d. We have

T n − a =
∏

ζ∈µd(Q)

(T n
′ − ζa′)

By the maximality of d, each T n
′ − ζa′ is irreducible in Q[T ]. Since A× contains µd, there

are no multiple factors. Therefore A[T ]/(T n − a) is reduced, with irreducible components
A[T ]/(T n

′ − ζa′).
Finally, since a ∈ A, the homomorphism A→ Q[T ]/(T n−a) factors as A→ A[T ]/(T n−

a) → Q[T ]/(T n − a). The ring extension A → A[T ]/(T n − a) is integral. Therefore the
integral closure of A in Q[T ]/(T n − a), computed in Lemma 1.2.13, coincides with the
integral closure of A[T ]/(T n− a) = A[ n

√
a] in its total ring of fractions Q[T ]/(T n− a).

Proposition 1.2.16. Let X be normal and irreducible scheme. Suppose the field of frac-
tions Q(X) contains a root of T 4 + 4. Let n ≥ 1 and s ∈ Γ(X,Ln).

a) Suppose T d − s has no root in Γ(X,Ln
d ), for every divisor 1 < d | n. Then X[ n

√
s] is

reduced and irreducible.
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b) Let 1 ≤ d | n be the maximal divisor of n with the property that T d − s has a root
in Γ(X,Ln

d ), say s′. Suppose Γ(X,O×X) contains µd. Then X[ n
√
s] is reduced, with

irreducible decomposition

X[ n
√
s] = ∪ζ∈µdX[

n
d

√
ζs′].

c) Suppose s 6= 0. Let U ⊆ X be a non-empty open subset such that L|U has a nowhere
zero section u. Let s|U = fun with f ∈ Γ(U,OX). The normalization of X[ n

√
s]

coincides with the normalization of X in the ring extension Q(X)→ Q(X)[T ]/(T n−
f).

Proof. a) Let U ⊂ X be a non-empty affine open subset such that L|U has a nowhere zero
section u. We claim that T d − s|U has no root in Γ(U,Ln

d ), for every divisor 1 < d | n.
Indeed, if sd ∈ Γ(U,Ln

d ) is a root, then since sdd = s ∈ Γ(X,Ln), it follows that sd is the
restriction to U of some s′ ∈ Γ(X,Ln

d ). Then s′d and s coincide on the dense open subset
U , hence they are equal. This contradicts our assumption.

Let s|U = fun with f ∈ A = Γ(U,OX). The claim is equivalent to the following
property: T d − f has no root in A, for every divisor 1 < d | n. By Lemma 1.2.15, π−1(U)
is reduced and irreducible, and dominates U .

Since X can be covered by subsets U as above, it follows that X[ n
√
s] is reduced and

irreducible.
b) We have T n − s = T n − s′d =

∏
ζ∈µd(T

n
d − ζs′). The factors are distinct. Since d is

maximal, T d
′ − ζs′ has no root in Γ(X,L n

dd′ ), for every divisor 1 < d′ | n
d
. By a), X[

n
d

√
ζs′]

are the irreducible components of X[ n
√
s].

c) This follows from Lemma 1.2.15.

From Lemma 1.2.15 and Remark 1.2.14, we deduce

Proposition 1.2.17. Let k be an algebraically closed field. Let n be a positive integer which
is not divisible by char(k). Let X/k be a normal algebraic variety, let L be an invertible
OX-module, and 0 6= s ∈ Γ(X,Ln). Let D be the zero locus of s, an effective Cartier
divisor on X. Denote by X̄[ n

√
s] → X[ n

√
s] the normalization, and π̄ : X̄[ n

√
s] → X the

induced morphism.

X[ n
√
s]

π

��

X̄[ n
√
s]oo

π̄
yy

X

Then π̄ is a Galois ramified cover, with Galois group cyclic of order n, and eigenspace
decomposition

π̄∗OX̄[ n
√
s] = ⊕n−1

i=0 L−i(b
i

n
Dc).

Call π̄ the cyclic cover obtained by taking the n-th root out of s. Note that π̄ is flat
if and only if the Weil divisor b i

n
Dc is Cartier, for every 0 < i < n. If X/k is smooth,

Proposition 1.2.17 was proved in [25, Corollary 3.11].
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1.3 Normalized roots of rational functions

Let n be a positive integer, let k be an algebraically closed field which contains n distinct
roots of unity. We consider the category of normal k-varieties and dominant morphisms.
A morphism f : X → Y is called dominant if for every irreducible component Xi of X,
f(Xi) is an irreducible component of Y . A composition of dominant morphisms is again
dominant. But the image of a dominant morphism may not be dense (e.g. the open
embedding of a connected component).

Let X, Y be normal k-varieties. A dominant morphism f : X → Y induces a pullback
homomorphism of rings f ∗ : k(Y )→ k(X). It is compatible with composition of dominant
morphisms, and maps invertible rational functions to invertible rational functions. Note
that f ∗ may not be injective.

Proposition 1.3.1. Let X/k be a normal variety, ϕ an invertible rational function on X.
Then there exists a normal variety Y/k, a dominant morphism π : Y → X and an invertible
rational function t on Y , such that tn = π∗ϕ, and the following universal property holds:
if Y ′/k is a normal variety, g : Y ′ → X is a dominant morphism, and t′ is an invertible
rational function on Y ′ such that t′n = g∗ϕ, then there exists a unique dominant morphism
u : Y ′ → Y such that g = π ◦ u and t′ = u∗t.

Proof. Step 1: Suppose X = SpecA and A is an integral domain. Then ϕ ∈ Q(A). Let Ā
be the integral closure of A in the ring extension

A→ Q(A)[T ]

(T n − ϕ)
.

Then A → Ā induces a finite morphism π : Y → X. By Lemmas 1.2.12 and 1.2.13,
Q(A)[T ]/(T n − ϕ) is a product of fields Kζ , and Ā is the product of the normalization of
A in Kζ . Each factor is a integral domain, integrally closed in its function field. Therefore
Y is normal. The morphism π is dominant since it is finite. If we denote by t ∈ k(Y ) the
class of T , then t is invertible and tn = π∗ϕ.

Let Y ′/k be a normal variety, g : Y ′ → X a dominant morphism, and t′ an invertible
rational function on Y ′ such that t′n = g∗ϕ. There exists a unique homomorphism of
Q(A)-algebras

Q(A)[T ]

(T n − ϕ)
→ Q(Y ′)

which maps T to t′. Since A maps to Γ(Y ′,OY ′), Ā maps to the integral closure of
Γ(Y ′,OY ′) in Q(Y ′). Since Y ′ is normal, Γ(Y ′,OY ′) is integrally closed in Q(Y ′). We
obtain a morphism Ā→ Γ(Y ′,OY ′). This translates into a dominant morphism u : Y ′ → Y
with g = π ◦ u and t′ = u∗t.

Step 2: Consider the OX-algebra

A(X,ϕ, n) = ⊕n−1
i=0OX(b i

n
div(ϕ)c),
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with the following multiplication: if ui, uj are local sections of Ai and Aj respectively, their
product is the rational function uiuj ∈ Ai+j if i+ j < n, and uiujϕ ∈ Ai+j−n if i+ j ≥ n.
Let π : Y = SpecX A → X be the induced finite morphism of schemes.

Let U = SpecA ⊂ X be an affine irreducible open subset. By Remark 1.2.14,

Γ(U,Ai) = {ψ ∈ Q(A);ψnϕi ∈ A}.

By Lemma 1.2.13, the integral closure of A in Q(A)[T ]/(T n − ϕ) is

Ā = ⊕n−1
i=0 {ψ ∈ Q(A);ψnϕi ∈ A}ti.

Therefore ψi 7→ ψit
i induces an isomorphism of A-algebras

Γ(U,A)
∼→Ā.

Therefore the construction of A(X,ϕ, n) globalizes the local construction in Step 1. Since
X is covered by such U , we deduce that Y is normal.

Let V = X \Supp(ϕ) be the open dense subset of X where ϕ is a unit. Then Γ(V,A1) =
Γ(V,OV ). Let t′ = 1 ∈ Γ(V,A1). Then t′n = ϕ in Γ(V,A). So t′ becomes an invertible
rational function on Y such that t′n = π∗ϕ. The universal property can be checked on
irreducible affine open subsets of X, so it follows from Step 1.

The morphism π : Y → X, endowed with the invertible rational function t ∈ k(Y ),
is unique up to an isomorphism over X. It is called the normalized n-th root of X with
respect ϕ. We denote Y by X[ϕ, n], and t by n

√
ϕ. The Q-Weil divisor D = 1

n
div(ϕ)

satisfies nD ∼ 0.

Lemma 1.3.2. The following properties hold:

a) π∗OX[ϕ,n] = ⊕n−1
i=0OX(biDc).

b) The cyclic group Z/nZ acts faithfully on X[ϕ, n], π is the induced quotient morphism,
and a) is the decomposition into eigensheaves.

c) The morphism π is finite. It is flat if and only if the Weil divisors bDc, . . . , b(n−1)Dc
are Cartier.

d) Let τ : X ′ → X be an étale morphism. Then the normalized n-th root of X ′ with
respect to τ ∗ϕ is the pullback morphism X[ϕ, n] ×X X ′ → X ′, endowed with the
pullback invertible rational function.

Proof. Properties a), b), c) follow from the local description of the normalized n-th root.
In b), let ζ ∈ k∗ be a primitive n-th root of 1. The action is (ζ, aT i) 7→ ζ iaT i for the local
model in Step 1, and (ζ, ui) 7→ ζ iui for the global model in Step 2. For d), Lemma 1.1.3
gives τ ∗A(X,ϕ, n)

∼→A(X ′, τ ∗ϕ, n). Therefore the normalized n-th root commutes with
étale base change.



1.3. NORMALIZED ROOTS OF RATIONAL FUNCTIONS 27

Lemma 1.3.3. Let ϕ′ be another invertible rational function on X. Then X[ϕ, n] is
naturally isomorphic to X[ϕ′nϕ, n] over X.

Proof. For an invertible ϕ ∈ k(X) and a Weil divisor D on X, the following formula holds:

OX((ϕ) +D) = ϕ−1OX(D).

Therefore the application si 7→ ϕ′isi induces an isomorphism of OX-algebras

A(X,ϕ′
n
ϕ, n)

∼→A(X,ϕ, n).

Suppose X is irreducible. Let 1 ≤ d | n be the maximal divisor such that ϕ = ψd for
some ψ ∈ k(X)∗. Then X[ϕ, n] has exactly d irreducible (connected) components

X[ϕ, n] = tζ∈µdX[ζψ, n/d].

Each component is isomorphic over X to X[ψ, n/d].

1.3.1 Structure in codimension one

At the generic point of each prime divisor on X, the normalized root is explicitly described
by the following lemma. We use the convention gcd(n, 0) = n.

Lemma 1.3.4. Suppose ϕ = ufm, where u ∈ Γ(X,O∗X), f ∈ Γ(X,OX) is a non-zero
divisor such that the divisor div(f) is reduced, and m ∈ Z. Let g = gcd(n,m). Let
n = gn′, and 1 ≤ j ≤ n′ with jm ≡ g (mod n). Then there exists an isomorphism of
OX-algebras

π∗OY ' OX [T1, T2]/(T g1 − u, T n
′

2 − fT
j
1 ).

That is, π is isomorphic to the composition of the g-th root of the unit u, followed by
the n′-th root of the regular function g

√
u
j
f . The above formula simplifies to π∗OY '

OX [T ]/(T n − ujf) if g = 1, and to π∗OY ' OX [T ]/(T n − u) if g = n.

Proof. Since div(f) is reduced, we have biDc = b im
n
c div(f). Therefore

A = ⊕n−1
i=0OXf−b

im
n
cti (tn = ufm).

Let m = gm′. Given 0 ≤ i < n, there are uniquely defined integers 0 ≤ α < n′, 0 ≤ β < g
such that i ≡ αj (mod n′) and i−αj

n′
≡ β (mod g). In particular, { jm

n
} = 1

n′
and { jmα

n
} =

α
n′

. Let γ ∈ Z with i − αj − n′β = nγ. We obtain mγ + b jm
n
cα + m′β = b im

n
c. Therefore

the following holds in A:

uγ(f−b
jm
n
ctj)α(f−m

′
tn
′
)β = f−b

im
n
cti.

It follows that the homomorphism

OX [T1, T2]/(T g1 − u, T n
′

2 − fT
j
1 )→ A, T1 7→ f−m

′
tn
′
, T2 7→ f−b

jm
n
ctj

is well defined and surjective. It is injective by the uniqueness of α, β. The simplified forms
of the formula are clear.
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Lemma 1.3.5. The ramification index of π over a prime divisor E of X is

n

gcd(n, ordE(ϕ))
.

In particular, π ramifies exactly over the prime divisors of Supp{D}. Moreover,

π∗D =
∑
E′⊂Y

ordπ(E′)(ϕ)

gcd(n, ordπ(E′)(ϕ))
E ′.

Proof. Let E be a prime divisor on X. Let m = ordE(ϕ). Let U be an open subset such
that U ∩ E 6= ∅ is nonsingular, cut out by a local parameter f ∈ Γ(U,OX). By shrinking
U , we may suppose ϕ = ufm, for some u ∈ Γ(U,O×X). Let g = gcd(n,m), n = gn′. By
Lemma 1.3.4, π−1(U) → U is the composition of the étale cover U [ g

√
u] → U , followed

by the n′-th root of the regular function g
√
u
j
f , which is a local parameter at each prime

of U [ g
√
u] over E. Therefore the ramification index over E is n′. The pullback formula

follows. Note that n′ 6= 1 if and only if multE D /∈ Z.

Lemma 1.3.6. Let Σ be a reduced Weil divisor on X which contains Supp{D}. Let
ΣY = π−1Σ be the preimage reduced Weil divisor. We have eigenspace decompositions:

a) π∗Ω̃
p
Y/k(log ΣY ) = ⊕n−1

i=0 Ω̃p
X/k(log Σ)(biDc).

b) π∗Ω̃
p
Y/k = ⊕n−1

i=0 Ω̃p
X/k(log Supp{iD})(biDc).

c) π∗TY/k = ⊕n−1
i=0 T̃X/k(− log

∑
E ε(dE, i)E)(biDc), where for a rational number d we

define r(d) = min{r ≥ 1; rd ∈ Z}, and set ε(d, i) to be 1 if d /∈ Z and id+ 1
r(d)

/∈ Z, and

zero otherwise. In particular, the invariant part of π∗TY/k is T̃X/k(− log Supp{D}).

d) π∗TY/k(− log ΣY ) = ⊕n−1
i=0 T̃X/k(− log Σ)(biDc).

Proof. Let V = X \ (SingX ∪ Supp{D}), an open dense subset of X. Then π is étale
over V . In particular, π−1(V ) is also nonsingular, and π∗ΩV/k ' Ωπ−1(V )/k. Therefore
π∗Ωp

V/k ' Ωp
π−1(V )/k, and the projection formula gives

π∗Ω
p
π−1(V )/k = ⊕n−1

i=0 Ωp
V/k(iD|V )ti.

This describes the sheaves in a) and b) at the generic points of X. These sheaves are S2, so
we may determine them locally near a fixed prime divisor on X. Let E be a prime divisor
on X. We may shrink X and suppose ϕ = ufm, with u a unit and f a parameter for E.
Let E ′ be a prime divisor over E. Then t2 is a local parameter at E ′, and t1 is a unit at
E ′ (in the notations of Lemma 1.3.4). Recall that t is the n-th root of ϕ.

Let ω be a rational p-form on X. There exists a unique integer a such that

faω =
df

f
∧ ωp−1 + ωp,
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with ωp−1, ωp rational forms which are regular at E, and ωp−1|E 6= 0. From f = tj1t
n′
2 , we

obtain
df

f
= n′

dt2
t2
− j dt1

t1
.

Therefore (fat−i)(ωti)− n′ dt2
t2
∧ ωp−1 is regular at E ′, and ωp−1|E′ 6= 0. Since (fat−i)n and

t
n′(na−mi)
2 differ by a unit at E ′, the order of fat−i at E ′ if n′(a− mi

n
). Therefore ωti has at

most a logarithmic pole at E ′ if and only if n′(a− mi
n

) ≤ 0, if and only if a ≤ b im
n
c, if and

only if f b
im
n
cω has at most a logarithmic pole at E. This proves a). Similarly, ωti is regular

at E ′ if and only if n′(a− mi
n

) < 0, if and only if a < im
n

. That is a ≤ b im
n
c if im

n
/∈ Z, and

a < im
n

if im
n
∈ Z. That is f b

im
n
cω has at most a logarithmic pole at E if im

n
/∈ Z, and is

regular at E if im
n
∈ Z. This proves b).

Since π is étale over V , every k-derivation θ of V lifts to a unique k-derivation θ̃ of
π−1(V ). We have an eigenspace decomposition

π∗Tπ−1(V )/k = ⊕n−1
i=0 {θ̃; θ ∈ TV/k(iD|V )}ti.

This determines the sheaves in c) and d) at the generic points of X. The sheaves are S2,
so we may localize near the generic point of a prime divisor E of X. We use the same
notations as above. Let A→ Ā be the integral extension obtain by localizing π at E. We
compute

Ā = ⊕n−1
i=0 Af

−b im
n
cti.

Let θ be a rational k-derivation of A. From tn = ϕ = ufm, we obtain

θ̃(af−b
im
n
cti) = (θ(a) + a

i

n

θ(u)

u
+ a{im

n
}θ(f)

f
)f−b

im
n
cti (a ∈ A).

c) Let 0 ≤ l ≤ n − 1. We claim that θ̃f−b
lm
n
ctl is a regular at E ′ if and only if θ is

regular at E, and moreover logarithmic at E in case m
n
/∈ Z and { lm

n
} 6= 1− 1

n′
.

Indeed, the rational derivation θ̃f−b
lm
n
ctl is regular on Ā if and only if for every a ∈ A

and 0 ≤ i ≤ n− 1,

θ̃(af−b
im
n
cti)f−b

lm
n
ctl ⊆ Af−b

(i+l mod n)m
n

cti+l mod n.

Since f−b
i(i+l mod n)m

n
cti+l mod n differs by f−b

(i+l)m
n
cti+l by a unit, the condition becomes

θ̃(af−b
im
n
cti)f−b

lm
n
ctl ⊆ Af−b

(i+l)m
n
cti+l.

From above, this is equivalent to

θ(a) + a
i

n

θ(u)

u
+ a{im

n
}θ(f)

f
∈ Af b

im
n
c+b lm

n
c−b (i+l)m

n
c.
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Set i = 0. The condition becomes θ(a) ∈ A. That is θ ∈ Derk(A). With this assumption,
the condition becomes

{im
n
}θ(f)

f
∈ Af b

im
n
c+b lm

n
c−b (i+l)m

n
c (0 ≤ i ≤ n− 1).

Note b im
n
c+b lm

n
c−b (i+l)m

n
c is−1 or 0. The latter case happens if and only if { im

n
}+{ lm

n
} < 1.

If m
n
∈ Z, this always holds. Else, let m

n
= m′

n′
be the reduced form, with n′ > 1. Suppose

{ lm
n
} = 1− 1

n′
. If { im

n
}+ { lm

n
} < 1, then { im

n
} = 0, so the condition holds again. Suppose

{ lm
n
} 6= 1 − 1

n′
. Equivalently, { lm

n
} < 1 − 1

n′
. Recall from Lemma 1.3.4 that { jm

n
} = 1

n′
.

The condition for i = j becomes θ(f)
f
∈ A.

d) We claim that θ̃f−b
lm
n
ctl is a regular and logarithmic at E ′ if and only if θ is regular

and logarithmic at E. Indeed, a local parameter at E ′ is t2 = f−b
jm
n
ctj (recall 1 ≤ j ≤

n, jm ≡ g mod n). We compute

θ̃f−b
lm
n
ctl(t2)

t2
= (

j

n

θ(u)

u
+ {jm

n
}θ(f)

f
)f−b

lm
n
ctl

= (
j

n

θ(u)

u
+

1

n′
θ(f)

f
)f−b

lm
n
ctl

The last term is regular at E ′ if and only if j
n
θ(u)
u

+ 1
n′
θ(f)
f
∈ A. That is θ(f)

f
∈ A. From

above, the claim holds.

1.3.2 Toroidal criterion

Proposition 1.3.7. With the notations of section 2-A, let X = TN emb(∆) be a torus
embedding. The torus character χv becomes a rational function ϕ on X.

a) Suppose n′ = n. Then the normalized n-th root of ϕ is the toric morphism

X ′ = TN ′ emb(∆)→ X = TN emb(∆)

induced by the inclusion N ′ ⊆ N , endowed with the rational function χ
v
n on X ′.

b) Suppose k contains µn. Then the normalized n-th root of ϕ has d irreducible com-
ponents, each of them isomorphic over X to the toric morphism TN ′ emb(∆) →
TN emb(∆), induced by the inclusion N ′ ⊆ N .

Proof. Let π : Y → X be the normalized root of ϕ. Then π : π−1(TN) → TN is the
normalized n-th root of ϕ|TN . Since ϕ|TN is a unit, this coincides with the n-th root of
ϕ|TN , which is described by Proposition 1.2.10. In case a), π−1(TN) → TN is isomorphic
over TN with TN ′ → TN . Therefore Y is the normalization of X with respect to the
field extension k(TN) → k(TN ′), which is exactly TN ′(emb ∆) → TN emb(∆). A similar
argument works in case b), for each irreducible component of Y .
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Theorem 1.3.8. Let k be an algebraically closed field. Let U ⊆ X be a quasi-smooth
toroidal embedding defined over k. Let ϕ be an invertible rational function on X, let n ≥ 1
such that char k - n. Let D = 1

n
div(ϕ), and suppose D|U has integer coefficients. Let

π : Y → X be the normalized n-th root of ϕ. Then π−1(U) ⊆ Y is a quasi-smooth toroidal
embedding, and π is a toroidal morphism.

Proof. Let P ∈ X be a point. By Lemma 1.3.2.d), we may replace X by an étale neigh-
borhood of P . By [10, Corollary 2.6], we may suppose there exists an étale morphism

τ : X → Z,

where Z = TN emb(σ) is an affine torus embedding defined over k, the cone σ is simplicial,
and U = τ−1(TN). By [39], U ⊆ X is a strict toroidal embedding.

Let D′ be the part of D which is not supported by X \U . It has integer coefficients, by
assumption. By [26, Example 5.10], ClOX,P is generated by the primes of X \ U passing
through P . Therefore there exists ψ ∈ k(X)∗ such that div(ψ) + D′ is zero on U . Then
div(ψnϕ) is supported by X \ U . By [39], there exists v ∈ N∗ such that

div(ψnϕ) = div(π∗χv).

That is uψnϕ = π∗χv for some unit u. After the étale base change X[ n
√
u] → X, we may

suppose u = wn for some unit w. Therefore

(wψ)nϕ = π∗χv.

By Lemma 1.3.7.b), the normalized n-th root of χv is a toroidal morphism. The total space
is again quasi-smooth, since σ is simplicial. By étale base change, the normalized n-th root
of π∗χv is also toroidal and quasi-smooth. By Lemma 1.3.3, the normalized n-th root of
(wψ)nϕ is isomorphic to the normalized n-th root of ϕ.

1.3.3 Comparison with roots of sections

Let X/k be a normal variety.

Suppose f ∈ Γ(X,OX) does not divide zero. Then X[f, n] coincides with the normal-
ization of X[ n

√
f ] (root of regular function). If f is a unit on X, the root is already normal,

and therefore X[f, n] = X[ n
√
f ].

Let ϕ be an invertible rational function on X. Let V = X \SuppD be the (open dense)
locus where ϕ is a unit. The restriction of X[ϕ, n]→ X to V coincides with the n-th root
of the unit ϕ|V . Therefore X[ϕ, n] is obtained by normalizing X in the function field of
each irreducible component of V [ n

√
ϕ|V ].

Let L be an invertible OX-module. Let s ∈ Γ(X,Ln) be non-zero. Choose an open
dense subset U ⊆ X such that L|U has a nowhere zero section u. Let s|U = ϕun with
ϕ ∈ Γ(U,OU). Then the normalization of X[ n

√
s] coincides with X[ϕ, n].
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1.4 Index one covers of torsion divisors

Let k be an algebraically closed field. Let X/k be an irreducible, normal algebraic variety.
Let D be a Q-Weil divisor on X which is torsion, that is iD ∼ 0 for some i ≥ 1. The index
of D is

r = min{i ≥ 1; iD ∼ 0}.

We suppose char k - r. Choose a non-zero rational function ϕ ∈ k(X)× such that div(ϕ) =
rD.

Lemma 1.4.1. The polynomial T r − ϕ ∈ k(X)[T ] is irreducible.

Proof. We may apply Lemma 1.2.12. Suppose 1 ≤ d | n and T d − ϕ has a root ψ ∈ K.
Then div(ψ) = r

d
D, hence r

d
D ∼ 0. The minimality of r implies d = 1.

We deduce that k(X)[T ]/(T r − ϕ) is a field, denoted k(X)( r
√
ϕ). The Kummer field

extension
k(X) ⊂ k(X)( r

√
ϕ)

has Galois group µr. Let ψ be a root of T r −ϕ in this extension. The Galois group action
induces an eigenspace decomposition

k(X)( r
√
ϕ) = ⊕r−1

i=0k(X) · ψi.

Let π : Y → X be the normalization of X in the Kummer extension. By construction,
Y/k is an irreducible, normal algebraic variety with quotient field k(X)( r

√
ϕ). The root ψ

identifies with a rational function on Y such that ψr = π∗ϕ. In particular,

div(ψ) = π∗D.

So π∗D is linearly trivial on Y . The morphism π is finite, determined as follows:

Lemma 1.4.2. The Galois group µr acts on Y relative to X. The eigenspace decomposition
is

π∗OY = ⊕r−1
i=0OX(biDc) · ψi.

Proof. We have π∗OY = ⊕r−1
i=0Fi · ψi for some subspaces Fi ⊂ k(X). Locally on X, a

non-zero rational function a ∈ k(X)× belongs to Fi if and only if π∗a ·ψi ∈ OY . Since Y is
normal, this is equivalent to div(π∗a)+iπ∗D ≥ 0, that is div(a)+iD ≥ 0, or a ∈ OX(biDc).
Therefore Fi = OX(biDc).

We deduce that (Y/X, ψ) is the normalized r-th root of X with respect to ϕ.
Call π : Y → X the index one cover associated to the torsion Q-divisor D. It depends

on the choice of ϕ. If ϕ1, ϕ2 are two choices, they differ by a unit u ∈ Γ(X,O×X), and the
two associated morphisms Yi → X (i = 1, 2) become isomorphic after base change with
the étale covering X[ r

√
u] → X. If X/k is proper, it follows that Yi → X (i = 1, 2) are

isomorphic, and therefore π does not depend on the choice of ϕ.
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Let D′ = D + (f). Then D′ is again torsion, of the same index. We have rD′ = (ϕf r)
and (ψf)r = ϕf r. Therefore the Kummer field is the same, so Y → X is also an index one
cover of D′. In conclusion, for two linearly equivalent torsion Q-divisors, one may choose
isomorphic index one covers. In general, any two become isomorphic after an étale base
change of X (taking the r-th root of some global unit).

Index one covers do not commute with restriction to open subsets, since the index may
drop after restricting to an open subset.
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Chapter 2

Du Bois complex for weakly toroidal
varieties

Our motivation to study toric face rings is to construct toric examples of semi-log canon-
ical singularities (cf. [44]). It is known that for the class of log canonical singularities,
(normal) toric examples form a reasonably large subclass, which is useful for testing open
problems. These models can be defined either geometrically as normal affine equivariant
torus embeddings T ⊂ X, or algebraically as X = SpecC[M ∩ σ], where M is lattice and
σ ⊂MR is a rational polyhedral cone. Here C[M ∩σ] = ⊕m∈M∩σC ·χm is a semigroup ring
with multiplication χm · χm′ = χm+m′ .

Semi-log canonical singularities appear at the boundary of the moduli space of canon-
ically polarized varieties with log canonical singularities. These singularities are weakly
normal, but not necessarily normal or even irreducible. Here are two examples:

• The pinch point is the surface singularity with local analytic model

0 ∈ X : (xy2 − z2 = 0) ⊂ C3.

We have X = SpecC[S], where C[S] = ⊕s∈SC·χs is the semigroup algebra associated
to the semigroup S = N2

x2>0 t 2N× 0. The multiplication is given by χs ·χs′ = χs+s
′
.

The torus T = SpecC[Z2] acts naturally on X, and T ⊂ X becomes an affine
equivariant torus embeddings, which is irreducible but not normal.

• The normal crossings singularity has the local analytic model

0 ∈ X : (

q∏
i=1

zi = 0) ⊂ Cd+1 (1 ≤ q ≤ d+ 1).

The torus T = SpecC[Zd+1] acts naturally on Cd+1 and leaves X invariant. In
fact, T acts on each irreducible component of X, inducing a structure of equivariant
embedding of a torus which is a quotient of T . Corresponding to this action, we
can write X = SpecC[∪qi=1Si], where Si = {s ∈ Nd+1; si = 0} and C[∪qi=1Si] is the

35
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Stanley-Reisner ring with C-vector space structure ⊕s∈∪qi=1Si
C·χs, and multiplication

defined as follows: χs · χs′ is χs+s
′

if there exists i such that s, s′ ∈ Si, and zero
otherwise.

Toric face rings are a natural generalization of both semigroup rings and Stanley-Reisner
rings. We will use the definition of Ichim and Römer [33], which is based on previous work
of Stanley, Reisner, Bruns and others (see the introduction of [33]). A toric face ring C[M]
is associated to a monoidal complexM = (M,∆, (Sσ)σ∈∆), the data consisting of a lattice
M , a fan ∆ of rational polyhedral cones in M , and a collection of semigroups Sσ ⊆M ∩σ,
such that Sσ generates the cone σ and Sτ = Sσ ∩ τ if τ is a face of σ. The C-vector space
structure is

C[M] = ⊕s∈∪σ∈∆SσC · χs,

with the following multiplication: χs ·χs′ is χs+s
′

if there exists σ ∈ ∆ such that s, s′ ∈ Sσ,
and zero otherwise.

Toric face rings are glueings of semigroup rings, as C[M] ' lim←−σ∈∆
C[Sσ]. The affine

variety X = SpecC[M] has a natural action by the torus T = SpecC[M ], and the cones
of the fan are in one to one correspondence with the orbits of the action. The T -invariant
closed subvarieties of X are also induced by a toric face ring, obtained by restricting the
fan ∆ to a subfan.

We say that X has weakly toroidal singularities if X is weakly normal, and locally
analytically isomorphic to SpecC[M] for some monoidal complexM. In the next chapter,
we determine when X has semi-log canonical singularities. In this chapter, we aim to
understand the topology of X.

Let X/C be a proper variety. If X is smooth, the cohomology of Xan is determined
by differential forms on X [19]: the filtered complex (Ω∗X , F ), where Ω∗X is the de Rham
complex of regular differential forms on X, and F is the naive filtration, induces in hyper-
cohomology a spectral sequence

Epq
1 = Hq(X,Ωp

X) =⇒ GrpF H
p+q(Xan,C)

which degenerates at E1, and converges to the Hodge filtration on the cohomology groups
of Xan. If X has singularities, its topology is determined by rational forms on a smooth
simplicial resolution [20, 22]: if ε : X• → X is a smooth simplicial resolution, the Deligne-
Du Bois filtered complex

(Ω∗X , F ) := Rε∗(Ω
∗
X• , F )

induces in hypercohomology a spectral sequence

Epq
1 = Hq(X,GrpF Ωp

X [p]) =⇒ GrpF H
p+q(Xan,C)

which degenerates at E1, and converges to the Hodge filtration on the cohomology groups
of Xan. The filtered complex (Ω∗X , F ) does not depend on the choice of ε, when viewed
in the derived category of filtered complexes on X. It is a rather complicated object in
general: for example F may not be a naive filtration, so each GrpF Ω∗X [p] is a complex.
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Steenbrink, Danilov, Du Bois and Ishida have observed that if the singularities of X
are simple enough, one may still compute the cohomology of X using differential forms on
X:

• Suppose X has only quotient singularities, or toroidal singularities (i.e. locally ana-
lytically isomorphic to a normal affine toric variety). Let w : U ⊂ X be the smooth
locus of X. The complement has codimension at least 2, since X is normal. In
particular,

Ω̃p
X := w∗(Ω

p
U)

is a coherent OX-module. Then (Ω̃∗X , Fnaive) is a canonical (functorial) choice for
the Deligne-Du Bois complex. In particular, the cohomology of X is determined by
rational differential forms on X which are regular on the smooth locus of X [61, 15,
16].

• Suppose X has normal crossings singularities. Let ε0 : X0 → X be the normalization
of X, let X1 = X0 ×X X0. Both X0 and X1 are smooth, and if we define

Ω̃p
X := Ker(ε0Ωp

X0
⇒ ε1Ωp

X1
),

then (Ω̃∗X , Fnaive) is a canonical (functorial) choice for the Deligne-Du Bois com-
plex [22].

• Let Y = SpecC[M ∩ σ] be a normal affine toric variety. Let X ⊂ Y be a T -
invariant closed subvariety. One can define combinatorially a coherent OX-module
Ω̃p
X (a glueing of certain regular forms on the orbits of X), such that (Ω̃∗X , Fnaive) is

a canonical (functorial) choice for the Deligne-Du Bois complex. The same holds for
a semi-toroidal variety with a good filtration [35].

The aim of this chapter is to unify all these results, and extend them to varieties with
weakly toroidal singularities. What all these examples have in common is the vanishing
property

Riε∗Ω
p
X•

= 0 (i > 0),

where ε : X• → X is a smooth simplicial resolution. This means that in the filtered derived
category, the Deligne-Du Bois complex is equivalent to (Ω̃∗X , Fnaive), where

Ω̃p
X := h0(Ωp

X) = ε∗(Ω
p
X•

) = Ker(ε0Ωp
X0
⇒ ε1Ωp

X1
)

is the cohomology in degree zero of the complex Ωp
X . As defined, Ω̃p

X is uniquely defined
only up to an isomorphism. But if we require that ε0 : X0 → X is a desingularization,
then Ω̃p

X is uniquely defined, and has a description in terms of rational differential forms
on X. More precisely, let ε0 : X0 → X be a desingularization, let X1 → X0 ×X X0 be a
desingularization. Then Ω̃p

X consists of rational differential p-forms ω on X such that ω is
regular on the smooth locus of X, the rational differential ε∗0ω extends to a regular p-form
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everywhere on X0, and p∗1ε
∗
0ω = p∗2ε

∗
0ω on X1. The OX-module Ω̃p

X coincides with the sheaf
of h-differential forms (Ωp

h)|X introduced by Huber and Jörder [32]. It is functorial in X.
The main result of this chapter is that weakly toroidal singularities satisfy the same

vanishing property, hence the sheaf of h-differentials, endowed with the naive filtration,
computes the cohomology of Xan:

Theorem 2.0.3. Let X/C be a variety with weakly toroidal singularities.

a) The filtered complex (Ω̃∗X , Fnaive), consisting of the sheaf of h-differential forms on
X and its naive filtration, is a canonical (and functorial) choice for the Deligne-Du
Bois complex of X.

b) X has Du Bois singularities (i.e. OX = Ω̃0
X).

c) Moreover, suppose X/C is proper. Then (Ω̃∗X , Fnaive) induces in hypercohomology a
spectral sequence

Epq
1 = Hq(X, Ω̃p

X) =⇒ GrpF H
p+q(Xan,C)

which degenerates at E1, and converges to the Hodge filtration on the cohomology
groups of Xan.

This is proved in Theorems 2.4.3, 2.4.6 and Corollary 2.4.4. A similar result holds for
pairs (X, Y ) with weakly toroidal singularities. In Theorem 2.0.3.c), we can say nothing
about the weight filtration on H∗(Xan,C).

We outline the structure of this chapter. We recall in Section 1 the main result of
Du Bois [22], defining from this point of view the sheaf of h-differentials of Huber and
Jörder [32], and recall the combinatorial description of differential forms on smooth toric
varieties (used in Section 3). Section 2 brings together mostly known results on affine
equivariant embeddings of the torus, and toric face rings. Especially, we see the combi-
natorial construction of weak (semi-) normalization of a toric face ring. In Section 3 we
give a combinatorial description for the sheaf of h-differentials on the spectrum of a toric
face ring, and prove the main vanishing result (Theorem 2.3.3). The proof is by induction
on dimension; it is simpler but inspired from the proof of similar results of Danilov and
Ishida. We also extend Theorem 2.3.3 to toric pairs. In Section 4 we generalize the results
of Section 3 to varieties with weakly toroidal singularities (pairs as well).

2.1 Preliminary

2.1.1 Simplicial resolutions

See [20] for the definition of simplicial schemes. Let X/k be a scheme of finite type over
a field of characteristic zero. A resolution of X is an augmented simplicial k-scheme
ε : X• → X such that

• the transition maps of X• and the εn’s are all proper, and
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• (Ql)X → Rε∗((Ql)X•) is an isomorphism (étale topology).

The resolution is called smooth if the components of X• are smooth.

Lemma 2.1.1. [22, 2.1.4, 2.4] Let X ′• → X and X ′′• → X be two (resp. smooth)
resolutions. Then there exists a commutative diagram

X•

~~ !!
X ′•

!!

X ′′•

}}
X

such that the composition X• → X is a (resp. smooth) resolution.

Theorem 2.1.2. [22, 3.11, 3.17,4.2] Consider a commutative diagram

X ′•
α //

ε′   

X•

ε
~~

X

where ε, ε′ are smooth resolutions. Then Rε∗(Ω
p
X•
→ α∗Ω

p
X′•
→ Rα∗Ω

p
X′•

) induces a quasi-
isomorphism

Rε∗(Ω
p
X•

)→ Rε′∗(Ω
p
X′•

).

Taking cohomology in degree zero, we obtain that ε∗(Ω
p
X•

) → ε′∗(Ω
p
X′•

) is an isomor-
phism.

Corollary 2.1.3. Let ε : X• → X be a smooth resolution. If X is smooth, the natural
homomorphism

ε∗ : Ωp
X → Rε∗(Ω

p
X•

)

is a quasi-isomorphism. That is Ωp
X

∼→ε∗(Ωp
X•

) and Riε∗(Ω
p
X•

) = 0 (i > 0).

Proof. Factor ε through the constant resolution of X.

2.1.2 h-Differentials

Let X/k be a scheme of finite type, defined over a field of characteristic zero. Let w : Xo ⊆
X be the smooth locus of X/k. Let ε : X• → X be a smooth simplicial resolution. By
Corollary 2.1.3, Ωp

X/k → ε∗(Ω
p
X•

) is an isomorphism over Xo. Define a coherent OX-module

Ω̃p
X/k as follows: if U ⊆ X is an open subset, Γ(U, Ω̃p

X/k) consists of those differential forms

ω ∈ Γ(U ∩ Xo,Ωp
U∩X0) such that ε∗ω ∈ Γ(ε−1(U ∩ Xo),Ωp

X•
) extends to a section of

Γ(ε−1(U),Ωp
X•

).
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By Lemma 2.1.1 and Theorem 2.1.2, the definition of Ωp
X/k does not depend on the

choice of ε. Moreover, for every smooth simplicial resolution ε : X• → X, we have an
isomorphism

ε∗0 : Ω̃p
X

∼→ε∗(Ωp
X•

).

We have an induced k-linear differential d : Ω̃p
X → Ω̃p+1

X , which defines a differential complex
Ω̃∗X .

The correspondence X 7→ Ω̃∗X is functorial. Indeed, let f : X ′ → X be a morphism.
There exists a commutative diagram

X ′•
f• //

ε′

��

X•

ε

��
X ′

f
// X

where ε and ε′ are smooth simplicial resolutions. The natural homomorphism f ∗• : Ωp
X•/k

→
f•∗Ω

p
X′•/k

pushes forward to f ∗ : Ω̃p
X/k → f∗Ω̃

p
X′/k. The latter does not depend on the choice

of ε, ε′ and f•. Transitivity follows from this.
The natural homomorphism Ωp

X/k → Ω̃p
X/k is an isomorphism over the smooth locus of

X.
The sheaf Ω̃p

X/k coincides with the sheaf of h-differential forms (Ωp
h)|X introduced in [32].

2.1.3 Differential forms on smooth toric varieties

- Let M be a lattice, let σ ⊂ MR be a cone generated by finitely many elements of M .
Then M ∩ σ −M ∩ σ = M ∩ (σ − σ).

- Let T = Spec k[M ] be a torus. Then Γ(T,Ωp
T ) = ⊕m∈Mχm · ∧pV , where V is the

k-vector space of T -invariant global 1-forms on T . We have an isomorphism

α : k ⊗ZM
∼→V, 1⊗m 7→ d(χm)

χm
.

Moreover, dω = 0 for every ω ∈ V .
- Let X = TN emb(∆) be a smooth torus embedding. Suppose Supp ∆ = σ∨, where

σ ⊂MR is a rationally polyhedral cone. Then Γ(X,Ωp
X) = ⊕τ≺σ⊕m∈M∩relint τ χ

m ·∧pα(M ∩
τ −M ∩ τ) [15].

Proof. The restriction Γ(X,Ωp
X)→ Γ(T,Ωp

T ) is injective. Every element of the right hand
side has a unique decomposition ω =

∑
m∈M χmωm, with ωm ∈ ∧pV . It remains to identify

which ω lift to X. Each ω extends as a form on X with at most logarithmic poles along
X \ T . Then ω lifts to a regular form on X if and only if ω is regular at the generic point
of V (e), for every invariant prime V (e) ⊂ X, if and only if e ∈ ∆(1) and ωm 6= 0 implies
〈m, e〉 ≥ 0, and 〈m, e〉 = 0 implies ωm ∈ ∧pα(M ∩ e⊥). This gives the claim.
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For each m ∈M ∩σ, denote by σm the unique face of σ which contains m in its relative
interior. Denote by Vm the invariant regular 1-forms on the torus Spec k[M∩σm−M∩σm].
Then we can rewrite

Γ(X,Ωp
X) = ⊕m∈M∩σχm · ∧pVm.

2.2 Toric face rings

All varieties considered are reduced schemes of finite type, defined over an algebraically
closed field k, of characteristic p ≥ 0.

Let M be a lattice. It induces a k-algebra k[M ] = ⊕m∈Mk · χm, with multiplication
χm · χm′ = χm+m′ . The variety T = Spec k[M ] is called a torus over k. It is endowed a
natural multiplication T × T → T , given by translation on M .

2.2.1 Equivariant affine embeddings of torus

Let S ⊆ M be a finitely generated semigroup such that S − S = M . It induces a k-
algebra k[S] = ⊕m∈Sk · χm, with the multiplication χm · χm′ = χm+m′ . The affine variety
X = Spec k[S] is an equivariant embedding of T [39], i.e. it is equipped with a torus action
T ×X → X, and X admits an open dense orbit isomorphic to T , such that the restriction
of the action to this orbit corresponds to the torus multiplication.

The correspondence S 7→ Spec k[S] is a bijection between finitely generated semigroups
S ⊆ M such that S − S = M , and isomorphism classes of affine equivariant embeddings
of T [39, Proposition 1]. The semigroup is recovered as the set of exponents of the torus
action.

For the rest of this section, let X = Spec k[S]. It is affine, reduced and irreducible. The
torus orbits are in one to one correspondence with the faces of the cone σS ⊆MR generated
by S. If σ is a face of σS, the ideal k[S\σ] defines a T -invariant closed irreducible subvariety
Xσ ⊆ X. We have τ ≺ σ if and only if Xτ ⊆ Xσ. The orbit corresponding to the face
σ ≺ σS is Oσ = Xσ \ ∪τ≺σ,τ 6=σXτ , and is isomorphic to the torus Spec k[S ∩ σ − S ∩ σ].

The normalization of X is X̄ = Spec k[S̄] → Spec k[S] = X, where S̄ = ∪n≥1{m ∈
M ;nm ∈ S} = M ∩ σS (see [39, Chapter 1] for proofs of the above statements).

Recall [65] that the seminormalization of X, denoted Xsn → X, is defined as a uni-
versal homeomorphism f : Y → X such that k(f(y)) → k(y) is an isomorphism for all
Grothendieck points y ∈ Y , and f is maximal with this property. It follows that Xsn → X
is birational, and topologically a homeomorphism. We call X seminormal if its seminor-
malization is an isomorphism.

Proposition 2.2.1. [31, Proposition 5.32] The seminormalization of X is Spec k[Ssn]→
Spec k[S], where

Ssn = tσ≺σS(S ∩ σ − S ∩ σ) ∩ relintσ.

Proof. The seminormalization is the spectrum of the ring

R = ∩x∈X{f ∈ k[S̄]; fx ∈ OX,x + Rad(π∗OX̄)x}.
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The normalization is a toric morphism, hence R is T -invariant. Therefore R = k[Ssn] for
a certain semigroup S ⊆ Ssn ⊆ S̄ which we identify.

Let m ∈ Ssn. Let x be the generic point of Xσ, for a face σ ≺ σS. There is a
unique (invariant) point x′ lying over x, which is X̄σ. The map x′ → x corresponds to the
morphism of tori

Ox′ = Spec(k[S̄ ∩ σ − S̄ ∩ σ])→ Spec(k[S ∩ σ − S ∩ σ]) = Ox.

Now χm|Ox′ is χm if m ∈ σ, and 0 otherwise. So the condition over x is that if the face
σ ≺ σS contains m, then m ∈ S ∩ σ− S ∩ σ. The condition for χm over all torus invariant
points of X is thus equivalent to: if σ is the unique face of σS which contains m in its
relative interior, then m ∈ S ∩ σ − S ∩ σ. That is m belongs to

S ′ = tσ≺σS(S ∩ σ − S ∩ σ) ∩ relintσ.

To check that χm satisfies the gluing condition over all points of X, it suffices now to
show that π′ : Spec k[S ′] → Spec k[S] is a homeomorphism, which induces isomorphism
between residue fields. This map respects the orbit decompositions Spec k[S ′] = tσO′σ →
Spec k[S] = tσOσ, and O′σ → Oσ is isomorphic to Spec k[S ′ ∩σ−S ′ ∩σ]→ Spec k[S ∩σ−
S ∩σ]. The latter is an isomorphism since S ∩σ−S ∩σ = S ′∩σ−S ′∩σ. We deduce that
π′ is bijective. It is also proper, hence open. Therefore π′ is a homeomorphism. Since the
maps between orbits are isomorphisms, and the orbits are locally closed, it follows that π′

induces isomorphisms between residue fields.
We conclude that Ssn = S ′.

Lemma 2.2.2. Ssn = {m ∈M ;nm ∈ S ∀n� 0}.
Proof. ⊇: let m ∈ M with nm, (n + 1)m ∈ S for some n > 0. Then m ∈ σS. Let σ ≺ σS
such that m ∈ relintσ. Then m = (n+ 1)m− nm ∈ Sσ − Sσ.
⊆: let m ∈ Ssn. Let σ ≺ σS such that m ∈ relintσ. Let (si)i be a finite system of

generators of S ∩ σ. Then m =
∑

i zisi for some zi ∈ Z. Since m ∈ relintσ, we can write
qm =

∑
i qisi, with q, qi ∈ Z>0. There exists l ≥ 0 such that zi + lqi ≥ 0 for all i. Then

lqm, (1 + lq)m ∈ S. Therefore nm ∈ S for every n ≥ (lq − 1)lq.

Corollary 2.2.3. X is seminormal if and only if S ∩ relintσ = (S ∩ σ− S ∩ σ)∩ relintσ,
for every face σ ≺ σS.

Recall [2] that the weak normalization of X, denoted Xwn → X, is defined as a bira-
tional universal homeomorphism f : Y → X, maximal with this property. It follows that
Xwn → X is birational and a topological homeomorphism. We call X weakly normal if its
weak normalization is an isomorphism.

The normalization of X factors as X̄ → Xwn u→ Xsn → X, where u is a topological
homeomorphism. If char k = 0, then u is an isomorphism.

Proposition 2.2.4. The weak normalization of X is Spec k[Swn]→ Spec k[S], where

Swn = tσ≺σS ∪e≥0 {m ∈ S̄; pem ∈ (S ∩ σ − S ∩ σ) ∩ relintσ}.

If p = 0, we set pe = 1.
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Proof. The weak normalization is the spectrum of the ring

R = ∩x∈X{f ∈ k[S̄]; fp
e

x ∈ OX,x + Rad(π∗OX̄)x, ∃e ≥ 0}.

The proof is similar to that for seminormalization. We only need to use that if Λ ⊆ Λ′ ⊆
p−eΛ are lattices, then Spec k[Λ′]→ Spec k[Λ] is a universal homeomorphism (use relative
Frobenius).

Note that Swn = ∪e≥0{m ∈ S̄; pem ∈ Ssn}.

Remark 2.2.5. Let S ⊆ S ′ be an inclusion of finitely generated semigroups, such that
X ′ = Spec k[S ′] → Spec k[S] = X is a finite morphism (i.e. for every s′ ∈ S ′, there exists
n ≥ 1 such that ns′ ∈ S). Then the seminormalization of X in X ′ is associated to

tσ≺σSS ′ ∩ (S ∩ σ − S ∩ σ) ∩ relintσ

and the weak normalization of X in X ′ is associated to

tσ≺σS ∪e≥0 {m ∈ S ′; pem ∈ (S ∩ σ − S ∩ σ) ∩ relintσ}.

Example 2.2.6. Let d be a positive integer. The extension k[T ] ⊂ k[T d] is seminormal.

It is weakly normal if and only if p - d. Its weak normalization is k[T ] ⊂ k[T
d
dp ] ⊂ k[T d],

where dp is the largest divisor of d which is not divisible by p.

Example 2.2.7. The semigroup S = {(x1, x2) ∈ N2;x2 > 0}t2N×0 induces the k-algebra
k[S] ' k[X, Y, Z]/(ZX2−Y 2). If char k = 2, then Spec k[S] is seminormal, but not weakly
normal.

Example 2.2.8. Let dimS = 1. Then Spec k[S] is seminormal if and only if it is smooth,
if and only if S is isomorphic to N or Z.

Lemma 2.2.9. Let σ ⊂MR be a convex cone with non-empty interior. Then M ∩ intσ −
M ∩ intσ = M .

Proof. Let m ∈M . Choose m′ ∈M∩ intσ. Then m′+εm ∈ intσ for 0 ≤ ε� 1. Therefore
nm′ +m ∈ intσ for n� 0. Then m = (nm′ +m)− (nm′) ∈M ∩ intσ −M ∩ intσ.

Proposition 2.2.10 (Classification of seminormal and weakly normal semigroups). Let
σ ⊂ MR be a rational polyhedral cone, which generates MR. There is a one to one corre-
spondence between semigroups S such that S−S = M , σS = σ and Spec k[S] is seminormal,
and collections (Λτ )τ≺σ of sublattices of finite index Λτ ⊆M ∩τ−M ∩τ such that Λσ = M
and Λτ ′ ⊂ Λτ if τ ′ ≺ τ . The correspondence, and its inverse, is

S 7→ (Sτ − Sτ )τ≺σ and (Λτ )τ≺σ 7→ tτ≺σΛτ ∩ relint τ.

Moreover, Spec k[S] is weakly normal if and only if p does not divide the index of the
sublattice Λτ = Sτ − Sτ ⊆ S̄ ∩ τ − S̄ ∩ τ , for every face τ ≺ σ.
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Proof. Use Lemma 2.2.9 to show that the two are inverse. Moreover, if Spec k[S] is semi-
normal, it is weakly normal if and only if for all τ ≺ σ, if m ∈ (S̄τ − S̄τ ) ∩ relint τ and
pm ∈ Λτ ∩ relint τ , then m ∈ Λτ ∩ relint τ . By Lemma 2.2.9, this is equivalent to the index
of the sublattice Sτ − Sτ ⊆ S̄ ∩ τ − S̄ ∩ τ not being divisible by p.

Thus, a seminormal variety X = Spec k[S] is obtained from its normalization X̄ =
Spec k[S̄] by self-glueing some invariant subvarieties X̄σ (σ ≺ σS), according to the finite
index sublattices Λσ ⊆M ∩ σ −M ∩ σ.

2.2.2 Spectrum of a toric face ring

A monoidal complex M = (M,∆, (Sσ)σ∈∆) consists of a lattice M , a rational fan ∆ with
respect to M (i.e. a finite collection of rational polyhedral cones in MR, such that every
face of a cone of ∆ is also in ∆, and any two cones of ∆ intersect along a common face),
and a collection of finitely generated semigroups Sσ ⊆ M ∩ σ, such that Sσ generates σ
and Sτ = Sσ ∩ τ if τ ≺ σ.

If 0 ∈ ∆, that is each cone of ∆ admits the origin as a face, this is the definition
introduced by Ichim and Römer [33].

The support of M is the set |M| = ∪σ∈∆Sσ ⊆ M . The toric face ring of M is the
k-algebra

k[M] = ⊕m∈|M|k · χm,

with the following multiplication: χm ·χm′ is χm+m′ if m,m′ are contained in some Sσ, and
0 otherwise. Note that k[M] ' lim←−σ∈∆

k[Sσ].

For the rest of this section, let X = Spec k[M]. We call X/k the toric variety associated
to the monoidal complexM. The torus T = Spec k[M ] acts on X, with g∗(χm) = g(m)χm.
So the support of M is recovered as the set of weights of the torus action.

Example 2.2.11. Let M be a lattice, and S ⊆ M a finitely generated semigroup such
that S − S = M . Let ∆ be a subfan of the fan of faces of σS. Then (M,∆, (S ∩ σ)σ∈∆)
is a monoidal complex, and Spec k[M] is a closed subvariety of Spec k[S] which is torus
invariant.

Example 2.2.12. [60] Let ∆ be a rational fan with respect to M . For σ ∈ ∆, define Sσ =
M ∩σ. This defines a monoidal complex with toric face ring k[M,∆] = ⊕m∈M∩Supp ∆k ·χm.

A T -invariant ideal I ⊆ k[M] is radical if and only if I = k[M\A], where A = ∪σ∈∆′Sσ,
where ∆′ is a subfan of ∆. The quotient k[M]/I is k[M′], whereM′ = (M,∆′, (Sσ)σ∈∆′).
In particular, I ⊆ k[M] is a T -invariant prime ideal if and only if I = k[M \ A] with
A = Sσ for some σ ∈ ∆. The quotient k[M]/I is k[Sσ].

We obtain a one to one correspondences between: i) T -invariant closed reduced subva-
rieties of X and subfans of ∆; ii) T -orbits of X and the cones of ∆. If σ ∈ ∆, then the
ideal k[M\ σ] defines a T -invariant closed reduced subvariety Xσ ⊆ X. We have τ ≺ σ if
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and only if Xτ ⊆ Xσ. The orbit corresponding to the cone σ ∈ ∆ is Oσ = Xσ \∪τ≺σ,τ 6=σXτ ,
and is isomorphic to the torus Spec k[S ∩ σ − S ∩ σ]. We obtain

X = ∪σ∈∆Xσ = tσ∈∆Oσ.

The smallest cone of ∆ is τ = ∩σ∈∆σ. The orbit Oτ is the unique orbit which is closed.
In particular, 0 ∈ ∆ if and only if τ = 0. That is the torus action on X has a (unique)
fixed point, and the cones of ∆ are pointed as in [33].

Each Xσ is an affine equivariant embedding of the torus Tσ, where Tσ = Spec k[Sσ−Sσ]
is a quotient of T . The action of T on Xσ factors through the action of Tσ.

The irreducible components of X are XF , where F are the facets of ∆ (cones of ∆ which
are maximal with respect to inclusion). The torus T acts on each irreducible component
of X.

The toric variety X is irreducible if and only if ∆ has a unique maximal cone, if and
only if X = Spec k[S] is an equivariant torus embedding (see [33] for proofs of the above
statements).

Remark 2.2.13. A geometric characterization of X = Spec k[M] is as follows: X/k is a
reduced affine algebraic variety, endowed with an action by a torus T/k, subject to the
following axioms:

a) T acts on each irreducible component Xi of X, and the action factors through a torus
quotient T → Ti such that Ti ⊆ Xi becomes an equivariant affine torus embedding.

b) The scheme intersection Xi ∩Xj is reduced, and the induced action of T on Xi ∩Xj

factors through a torus quotient T → Tij such that Tij ⊆ Xi ∩ Xj becomes an
equivariant affine torus embedding.

We have seen above that X = Spec k[M] satisfies properties a) and b). Conversely, we
recover the monomial complex as follows: T = Spec k[M ] for some lattice M . Each
irreducible component of X is of the form Xi = Spec k[Si] for some finitely generated
semigroup Si ⊆ M . Let Fi ⊆ MR be the cone generated by Si. Define ∆ to be the
collection of Fi and their faces. Each σ ∈ ∆ is a face of some Fi, and we set Sσ = Si ∩ σ.
To verify that ∆ is actually a fan, it suffices to show that two maximal cones Fi, Fj intersect
along a common face. By b), Xi ∩Xj = Spec k[Sij] for some finitely generated semigroup
Sij ⊆M . Since Xi∩Xj is a T -invariant closed reduced subvariety of Xi, there exists a face
τij of Fi such that Sij = Si ∩ τij. By a similar argument, there exists a face τji of Fj such
that Sij = Sj ∩ τji. Then τij, τji coincide, equal to the cone generated by Sij, also equal to
Fi ∩ Fj. Therefore Fi ∩ Fj is a face in both Fi and Fj.

Proposition 2.2.14 (Nguyen [50]). For σ ∈ ∆, let Ssnσ = tτ≺σ(Sτ − Sτ ) ∩ relint τ be the
seminormalization of Sσ. Then Msn = (M,∆, (Ssnσ )σ∈∆) is a monoidal complex, and the
seminormalization of X is Spec k[Msn]→ Spec k[M].



46 CHAPTER 2. DU BOIS COMPLEX FOR WEAKLY TOROIDAL VARIETIES

Proof. For cones τ, σ ∈ ∆, we have σ ∩ relint τ 6= ∅ if and only if τ ≺ σ. Therefore
Ssnτ = τ ∩Ssnσ if τ ≺ σ. We conclude thatMsn = (M,∆, (Ssnσ )σ∈∆) is a monoidal complex.

Let {F} be the facets of ∆. The normalization of X is

X̄ = tF Spec k[(SF − SF ) ∩ F ].

The torus T acts on X̄ too, and is compatible with π : X̄ → X. The seminormalization is
the spectrum of the ring

R = ∩x∈X{f ∈ O(X̄); fx ∈ OX,x + Rad(OX̄)x}.

The torus T acts on R, and therefore R =
∏

F k[S ′F ] for certain semigroups S ′F ⊆ (SF −
SF ) ∩ F , which remains to be identified.

Let σ ∈ ∆. It defines a T -invariant subvariety Xσ ⊂ X. Its preimage π−1(Xσ) is
tF (X̄F )σ∩F . So if x is the generic point of Xσ, π−1(x) consists of the generic points of
Xσ ⊂ Spec k[F ∩ (SF − SF )], after all facets F which contain σ.

We deduce that f = (χmF )F satisfies the glueing condition over the generic point of Xσ

if and only if either MF /∈ σ for all F ⊇ σ, or there exists m ∈ (Sσ − Sσ) ∩ σ such that
mF = m for all F ⊇ σ. Choose a component F1, and let mF1 ∈ relint τ . For σ = τ , we
obtain mF = m ∈ (Sτ − Sτ ) ∩ τ for all F ⊇ τ . But m ∈ F if and only if τ ⊆ F . Therefore
f = π∗χm, with

m ∈ tσ∈∆(Sσ − Sσ) ∩ relintσ.

One checks that it’s enough to glue only over invariant points. ThereforeXsn = Spec k[Msn].

Similarly, we obtain

Proposition 2.2.15. For each σ ∈ ∆, let Swnσ be the weak-normalization of Sσ:

Swnσ = tτ≺σ ∪e≥0 {m ∈ Sσ; pem ∈ (Sτ − Sτ ) ∩ relint τ}.

Then Mwn = (M,∆, (Swnσ )σ∈∆) is a monoidal complex, and the weak-normalization of X
is

Spec k[Mwn]→ Spec k[M].

Corollary 2.2.16. X is seminormal (resp. weakly normal) if and only if XF is seminormal
(resp. weakly normal) for every facet F of ∆, if and only if Xσ is seminormal (resp. weakly
normal) for every face σ ∈ ∆.

In particular, if X is seminormal (weakly normal), so is any union of torus invariant
closed subvarieties of X.

Proposition 2.2.17 (Classification of seminormal and weakly normal toric face rings).
Let M be a lattice and ∆ a finite rational fan in MR. There is a one to one correspondence
between collections of semigroups (Sσ)σ ∈ ∆ such that (M,∆, (Sσ)σ∈∆) is a monoidal
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complex with Spec k[M] seminormal, and collections (Λσ)σ∈∆ of sublattices of finite index
Λσ ⊆M ∩ σ −M ∩ σ such that Λτ ⊂ Λσ if τ ≺ σ. The correspondence, and its inverse, is

(Sσ)σ 7→ (Sσ − Sσ)σ and (Λσ)σ 7→ (tτ≺σΛτ ∩ relint τ)σ.

Moreover, Spec k[M] is weakly normal if and only if p does not divide the index of the
sublattice Sσ − Sσ ⊂ (SF − SF )∩ σ− (SF − SF )∩ σ, for every σ ≺ F in ∆, with F a facet
of ∆.

Remark 2.2.18. Let x be a point which belongs to the closed orbit of X. Then X
is seminormal (resp. weakly normal) if and only if OX,x is seminormal (resp. weakly
normal). Indeed, the direct implication is clear. For the converse, note that the proofs of
Propositions 2.2.14 and 2.2.15 show that X is seminormal (resp. weakly normal) if and
only if so are OX,Xσ for all σ ∈ ∆. Since x ∈ Xσ for all σ ∈ ∆, the converse holds as well.

Remark 2.2.19. Consider the germ of X near a closed point x. There exists a unique
cone τ ∈ ∆ such that x ∈ Oτ . The smallest T -invariant open subset of X which contains
x is U = tτ≺σ∈∆Oσ. If we choose s ∈ Sτ ∩ relint τ , then U coincides with the principal
open set D(χs). We deduce that U = Spec k[Mx], where Mx is the monoidal complex
(M, {σ − τ}τ≺σ∈∆, (Sσ − Sτ )τ≺σ∈∆). We have an isomorphism of germs (X, x) = (U, x),
and x is contained in the orbit associated to τ − τ , the smallest cone of ∆(Mx).

Consider the quotient π : M → M ′ = M/(M ∩ τ −M ∩ τ). For τ ≺ σ ∈ ∆, denote
σ′ = π(σ) ⊆ M ′

R and Sσ′ = π(Sσ). Then π−1(σ′) = σ − τ , the cone generated by Sσ − Sτ .
Note that π−1(Sσ′) = Sσ +M ∩ τ −M ∩ τ is usually larger than Sσ − Sτ .

Suppose Sσ = M ∩ σ for every τ ≺ σ ∈ ∆. Then Sσ − Sτ = π−1(Sσ′). The choice
of a splitting of π induces an isomorphism X ' T ′′ × Spec k[M′], where T ′′ is the torus
Spec k[M ∩ τ − M ∩ τ ] and M′ is the monoidal complex (M ′, {σ′}, {Sσ′}). We have
0 ∈ ∆(M′), so Spec k[M′] has a fixed point x′. The isomorphism maps x onto (x′′, x′),
where x′′ ∈ T ′′ is a closed point. In particular, (X, x) ' (T ′′, x′′)× (Spec k[M′], x′).

2.3 Du Bois complex for the spectrum of a toric face

ring

LetX = Spec k[M] be the affine variety associated to a monoidal complexM = (M,∆, (Sσ)σ∈∆).
Suppose X is weakly normal.

For m ∈ ∪σ∈∆Sσ, denote by σm the unique cone of ∆ which contains m in its relative
interior. Denote by Vm the invariant regular 1-forms on the torus Spec k[Sσm − Sσm ]. For
each p, denote

Ap(X) = ⊕m∈∪σ∈∆Sσχ
m · ∧pVm.

If m,m′ ∈ Sσ for some σ ∈ ∆, then σm is a face of σm+m′ , hence Vm ⊆ Vm+m′ . Therefore
Ap(X) becomes a Γ(X,OX)-module in a natural way: χm

′ · (χmωm) = (χm
′ · χm)ωm. It

induces a coherent OX-module, denoted Ω̃p
X , with Γ(X, Ω̃p

X) = Ap(X).
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Lemma 2.3.1. For every morphism f : X ′ → X from a smooth variety X ′, we can natu-
rally define a pullback homomorphism f ∗ : Ap(X) → Γ(X ′,Ωp

X′). Moreover, each commu-
tative diagram

X ′

f
��

Y ′voo

f ′

��
X Xτ

? _oo

with X ′, Y ′ smooth and τ ∈ ∆, induces a commutative diagram

Γ(X ′,Ωp
X′)

v∗ // Γ(Y ′,Ωp
Y ′)

Ap(X)
|Xτ //

f∗

OO

Ap(Xτ )

f ′∗

OO

where χmωm|Xτ is χmωm if m ∈ τ , and 0 otherwise.

Proof. Let f : X ′ → X be a morphism from a smooth variety X ′. To define f ∗, we may
suppose X ′ is irreducible. Let τ be the smallest cone of ∆ such that f(X ′) ⊆ Xτ . In
particular, f(X ′) intersects the orbit Oτ . Let f ′ : X ′ → Xτ be the induced morphism.

Let ω ∈ Ap(X). Let ωτ = ω|Xτ ∈ Ap(Xτ ) be its combinatorial restriction, defined above.
It is a regular differential p-form on the orbit Oτ , which is smooth, being isomorphic to
a torus. Therefore f ′∗(ωτ ) is a well defined rational differential p-form on X ′ (regular on
f ′−1(Oτ )). Define

f ∗ω = f ′
∗
(ωτ ).

We claim that f ′∗(ωτ ) is regular everywhere on X ′. Indeed, choose a toric desingularization
µτ : Yτ → Xτ . By Hironaka’s resolution of the indeterminacy locus of the rational map
X ′ 99K Yτ , we obtain a commutative diagram

Y ′

µ

��

h // Yτ

µτ

��
X ′

f ′ // Xτ

From the combinatorial description of differential forms on the smooth toric variety Yτ , the
rational form µ∗τ (ωτ ) is in fact regular everywhere on Yτ . Then h∗µ∗τ (ωτ ) is regular on Y ′.
Therefore µ∗(f ′∗ωτ ) is regular on Y ′. But µ is a proper birational contraction and X ′, Y ′

are smooth, so Ωp
X′ = µ∗(Ω

p
Y ′). Therefore the rational form f ′∗ωτ is in fact regular on X ′.

It remains to verify the commutativity of the square diagram. We may suppose X ′

and Y ′ are irreducible. Let f(X ′) ⊆ Xσ and f(Y ′) ⊆ Xτ , with σ and τ minimal with this
property. We obtain a commutative diagram

X ′

f
��

Y ′
voo

f ′

��
Xσ Xτ

? _oo
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We may replace f by a toric desingularization of Xσ. Then v(Y ′) is contained in f−1(Xτ ),
which is a union of closed invariant subvarieties of X ′. Each of these closed invariant
subvarieties is smooth, since X ′ is smooth. We may replace Y ′ by an invariant closed
subvariety of X ′ which contains v(Y ′). It remains to check the claim for the special type
of diagrams

X ′

f
��

Y ′? _oo

f ′

��
Xσ Xτ

? _oo

where f is a toric desingularization, Y ′ ⊂ X ′ is a closed invariant subvariety, and f ′(Y ′) ∩
Oτ 6= ∅. By the explicit combinatorial formula for differential forms on smooth toric
varieties, the diagram

Γ(X ′,Ωp
X′)

|Y ′ // Γ(Y ′,Ωp
Y ′)

Ap(Xσ)
|Xτ //

f∗

OO

Ap(Xτ )

f ′∗

OO

is commutative.

Lemma 2.3.2. Consider a commutative diagram

X ′

f ′

��

X ′′
voo

f ′′}}
X

with X ′, X ′′ smooth. Then the induced diagram of pullbacks

Γ(X ′,Ωp
X′)

v∗ // Γ(X ′′,Ωp
X′′)

Ap(X)

f ′∗

OO

f ′′∗

77

is commutative.

Proof. We may suppose X ′′ is irreducible. Then there exists τ ∈ ∆ such that f ′′(X ′′) ⊂ Xτ .
We obtain a diagram

X ′

��

X ′′oo

}} ��
X Xτ

? _oo

and the claim follows by applying Lemma 2.3.1 twice.

Theorem 2.3.3. Let ε : X• → X be a smooth simplicial resolution. Then the natural homo-
morphism Ω̃p

X → Rε∗(Ω
p
X•

) is a quasi-isomorphism (i.e. Ω̃p
X

∼→ε∗(Ωp
X•

) and Riε∗(Ω
p
X•

) = 0
for i > 0).
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Proof. Let δ0, δ1 : X1 → X0 be the two face morphisms. Then δ∗0ε
∗
0 = ε∗1 = δ∗1ε

∗
0, by

Lemma 2.3.2. Therefore the pullback homomorphism ε∗0 maps Ω̃p
X into Ker(ε0∗Ω

p
X0
⇒

ε1∗Ω
p
X1

) = ε∗(Ω
p
X•

). This defines a natural homomorphism Ω̃p
X → Rε∗(Ω

p
X•

). We show that
this is a quasi-isomorphism, by induction on dimX.

Let Σ be the (toric) boundary of X. The restriction Ω̃p
X → Ω̃p

Σ is surjective. Denote
its kernel by Ω̃p

(X,Σ). Denote by Ωp
X the complex on the right hand side. We obtain a

commutative diagram

0 // Ωp
(X,Σ)

// Ωp
X

// Ωp
Σ

// 0

0 // Ω̃p
(X,Σ)

//

α

OO

Ω̃p
X

//

β

OO

Ω̃p
Σ

//

γ

OO

0

where the bottom row is exact, and the top row is an exact triangle in the derived category.
Since Σ is again weakly normal, γ is a quasi-isomorphism by induction on dimension. If α
is a quasi-isomorphism, then β is a quasi-isomorphism.

We claim that α is a quasi-isomorphism. Indeed, let π : X̄ → X be the normalization.
Each component of X̄ is an affine, normal toric variety. We construct a desingularization
f̄ : Y → X̄ by choosing a toric desingularization for each component of X̄. Let f =
π ◦ f̄ : Y → X be the induced desingularization. Let Σ′ and Σ̄ be the (toric) boundaries
of Y and X̄ respectively. Since f : Y \ Σ′ → X \ Σ is an isomorphism, we obtain a quasi-
isomorphism Ωp

(X,Σ) → Rf∗Ω
p
(Y,Σ′) (see the proof of [22, Proposition 3.9]). Since Y is smooth

and Σ′ is a normal crossings divisor in Y , Ωp
(Y,Σ′) → Ωp

(Y,Σ′) is a quasi-isomorphism. By [16,

Proposition 1.8], Ω̃p

(X̄,Σ̄)
→ Rf̄∗Ω

p
(Y,Σ′) is a quasi-isomorphism. Since π is finite, π∗Ω̃

p

(X̄,Σ̄)
→

Rf∗Ω
p
(Y,Σ′) is a quasi-isomorphism. As X is weakly normal, we see combinatorially that

Ω̃p
(X,Σ) = π∗Ω̃

p

(X̄,Σ̄)
(since if Spec k[S] is weakly normal, then S ∩ relintσS = (S − S) ∩

relintσS). From the commutative diagram

π∗Ω̃
p

(X̄,Σ̄)
// Rf∗Ω

p
(Y,Σ′)

Ω̃p
(X,Σ)

//

OO

Ωp
(X,Σ)

OO

we conclude that Ω̃p
(X,Σ) → Ωp

(X,Σ) is a quasi-isomorphism.

Let d : Ap(X)→ Ap+1(X) be the k-linear map such that d(χmωm) = χm · (dχm
χm
∧ωm). It

induces a structure of complex with k-linear differential Ω̃∗X . Let F be its naive filtration.

Corollary 2.3.4. Let ε : X• → X be a smooth simplicial resolution. Then the natural
homomorphism (Ω̃∗X , F )→ Rε∗(Ω

∗
X• , F ) is a filtered quasi-isomorphism.

Note that OX = Ω̃0
X .
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Lemma 2.3.5. Let f : X ′ → X be a desingularization, let X ′′ → X ′ ×X X ′ be a desingu-
larization. We obtain a commutative diagram

X ′

f ′

��

X ′′

f ′′}}

p2

oo

p1oo

X

Then Ω̃p
X

∼→Ker(f ′∗Ω
p
X′ ⇒ f ′′∗Ωp

X′′) = {ω′ ∈ f ′∗Ω
p
X′ ; p

∗
1ω
′ = p∗2ω

′}.

Proof. Let X0 = X ′, ε0 = f ′. Let X1 = X ′′ t X ′, let δ0, δ1 : X1 → X0 be the identity on
X ′, and p1, p2 respectively on X ′′. Let s0 : X0 → X1 be the extension of the identity of X ′.
Let ε1 = f ′′. Both desingularizations are proper and surjective, so we obtain a 1-truncated
smooth proper hypercovering

X0

ε0
��

// X1

ε1}}

δ1
oo

δ0oo

X

We can extend the 1-truncated augmented simplicial object to a smooth proper hypercov-
ering ε : X• → X (see [20, 6.7.4]). By Theorem 2.3.3, Ω̃p

X

∼→ε∗(Ωp
X•

). But

ε∗(Ω
p
X•

) = Ker(ε0∗Ω
p
X0
⇒ ε1∗Ω

p
X1

) = Ker(f ′∗Ω
p
X′ ⇒ f ′′∗Ωp

X′′).

In particular, Ω̃p
X coincides with the sheaf of h-differential forms [32].

2.3.1 Toric pairs

Let X = Spec k[M] be a weakly normal affine variety associated to a monoidal complex
M = (M,∆, (Sσ)σ∈∆). The torus Spec k[M ] acts on X. Let Y ⊂ X be an invariant closed
subscheme, with reduced structure. Then Y = Spec k[M′], where M′ = (M,∆′, (Sσ)σ∈∆′)
and ∆′ is a subfan of ∆, is also weakly normal. The restriction Ap(X) → Ap(Y ) is
surjective. Denote the kernel by Ap(X, Y ). We have

Ap(X, Y ) = ⊕m∈∪σ∈∆Sσ\∪τ∈∆′Sτ
χm · ∧pVm.

Denote by Ω̃p
(X,Y ) the coherent OX-module induced by Ap(X, Y ). We obtain a short exact

sequence

0→ Ω̃p
(X,Y ) → Ω̃p

X

|Y→ Ω̃p
Y → 0.

We constructed a differential complex Ω̃∗(X,Y ). If we denote by F the naive filtration,
Corollary 2.3.4 gives a filtered quasi-isomorphism

(Ω̃∗(X,Y ), F )→ (Ω∗(X,Y ), F ).

Note that IY⊂X = Ω̃0
(X,Y ).
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Remark 2.3.6. Γ(X, Ω̃p
(X,Y )) = ⊕σ∈∆,Xσ 6⊂Y Γ(Xσ, Ω̃

p
(Xσ ,∂Xσ)), where ∂Xσ = Xσ \ Oσ is the

toric boundary of the irreducible toric variety Xσ.

Remark 2.3.7. The sheaf of h-differentials can be computed without the weakly normal
assumption. Let X = Spec k[M] be the variety associated to a monoidal complex. Let
f : Xwn → X be the weak normalization, described in Proposition 2.2.15. Then Ω̃p

X =
f∗Ω̃

p
Xwn . If Y ⊂ X is a union of closed torus invariant subvarieties, then f−1(Y ) is weakly

normal, hence f−1(Y ) = Y wn. We obtain Ω̃p
(X,Y ) = f∗Ω̃

p
(Xwn,Y wn).

2.4 Weakly toroidal varieties

Let k be an algebraically closed field of characteristic zero. An algebraic variety X/k has
weakly toroidal singularities if for every closed point x ∈ X, there exists an isomorphism
of complete local k-algebras O∧X,x ' O∧X′,x′ , where X ′ = Spec k[M] is weakly normal,
associated to a monoidal complexM = (M,∆, (Sσ)σ∈∆), and x′ is a closed point contained
in the closed orbit of X ′. We say that (X ′, x′) is a local model for (X, x).

Example 2.4.1. LetM = (M,∆, (Sσ)σ∈∆) be a monoidal complex. Then X = Spec k[M]
has weakly toroidal singularities if and only if X is weakly normal (by Remarks 2.2.18
and 2.2.19).

Remark 2.4.2. Suppose a local model of (X, x) satisfies Sσ = M ∩ σ for all σ ∈ ∆.
Then we can find another local model such that x′ is a fixed point of the torus action
(by Remark 2.2.19). In particular, for Danilov’s toroidal singularities [16] and Ishida’s
polyhedral singularities [35] we can always find local models near a fixed point.

Let X/k have weakly toroidal singularities. Then X is normal if and only if X is
toroidal in the sense of Danilov, that is the local models are (X ′, x′) with X ′ an affine toric
normal variety, and x′ a torus invariant closed point of X ′.

Theorem 2.4.3. Let X have weakly toroidal singularities. Let ε : X• → X be a smooth
simplicial resolution. Then Ω̃p

X → Rε∗(Ω
p
X•

) is a quasi-isomorphism (i.e. Ω̃p
X

∼→ε∗(Ωp
X•

)
and Riε∗(Ω

p
X•

) = 0 for i > 0).

Proof. The statement is local, and invariant under étale base change. By [10], we may
suppose X = Spec k[M] is a weakly normal local model. Then we may apply Theo-
rem 2.3.3.

Thus, the filtered complex (Ω̃∗X , F ), with F the naive filtration, is a canonical choice
for the Du Bois complex of X.

Corollary 2.4.4. Let X have weakly toroidal singularities. Then X has Du Bois singu-
larities.

Proof. We claim that OX = Ω̃0
X . The statement is local, and invariant under étale base

change. By [10], we may suppose X = Spec k[M] is a weakly normal local model. By
definition, A0(X) = Γ(X,OX). Therefore the claim holds.
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Lemma 2.4.5 (Poincaré lemma). Let X/C have weakly toroidal singularities. Then CXan →
Ω̃∗Xan is a quasi-isomorphism.

Proof. Let ε : X• → X be a smooth simplicial resolution. Consider the commutative
diagram

Rε∗CXan
•

// Rε∗Ω
∗
Xan
•

CXan //

OO

Ω̃∗Xan

OO

The left vertical arrow is a quasi-isomorphism from the definition of ε. The right vertical
arrow is a quasi-isomorphism by Theorem 2.4.3. The top horizontal arrow is a quasi-
isomorphism, by the Poincaré lemma on each component Xan

n (n ≥ 0). Therefore the
bottom horizontal arrow is a quasi-isomorphism.

Theorem 2.4.6. Let X/C be proper, with weakly toroidal singularities. Then the spectral
sequence

Epq
1 = Hq(X, Ω̃p

X) =⇒ GrpF H
p+q(Xan;C)

degenerates at E1, and converges to the Hodge filtration on the cohomology groups of Xan.

Proof. This follows from Theorem 2.4.3 and [22]. More precisely, let ε : X• → X be
a smooth simplicial resolution. Then (Ω∗X• ,W, F ), with W the trivial filtration, is the
analytical part of a cohomological moved Hodge Z-complex on X• (see [20, Example 8.1.12]
with Y• = ∅). Since X• is proper, we obtain by [20, Theorem 8.1.15.(i), Scolie 8.1.9.(v)] a
spectral sequence

Epq
1 = Hq(X•, Ω̃

p
X•

) =⇒ GrpF H
p+q(Xan

• ;C)

which degenerates at E1, and converges to the Hodge filtration on the cohomology groups
of Xan

• . By Theorem 2.4.3 and Lemma 2.4.5, this pushes down on X to our claim.

Finally, we check that Ω̃p
X coincides with the sheaves defined by Danilov [16] and

Ishida [35]:

• Suppose X is toroidal. If f : X ′ → X is a desingularization and w : U ⊆ X is the
inclusion of the smooth locus, then Ω̃p

X = f∗(Ω
p
X′) = w∗(Ω

p
U).

Indeed, by [10] and étale base change, we may suppose X is an affine toric normal
variety. We may replace f by a toric desingularization. Danilov shows in [15, Lemma
1.5] that Ap(X) = Γ(X ′,Ωp

X′) = Γ(U,Ωp
U).

• Suppose X is a torus invariant closed reduced subvariety of an affine toric normal
variety. Then Ap(X) coincides with Ishida’s module Ω̃p

B(Φ) defined in [35, page 119].
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2.4.1 Weakly toroidal pairs

A weakly toroidal pair (X, Y ) consists of a weakly normal algebraic variety X/k and a
closed reduced subvariety Y ⊆ X, such that for every closed point x ∈ X there exists
an isomorphism of complete local k-algebras O∧X,x ' O∧X′,x′ , mapping I∧Y,x onto I∧Y ′,x′ ,
where X ′ = Spec k[M] is the affine variety associated to some monoidal complex M =
(M,∆, (Sσ)σ∈∆), Y ′ = ∪σ∈∆′X

′
σ ⊆ X ′ is a closed reduced subvariety which is invariant

under the action of the torus Spec k[M ], and x′ is a closed point contained in the closed
orbit of X ′.

Example 2.4.7. Let M = (M,∆, (Sσ)σ∈∆) and ∆′ a subfan of ∆. Consider X =
Spec k[M] and Y = ∪σ∈∆′Xσ. Then (X, Y ) is a weakly toroidal pair if and only if X
is weakly normal.

Example 2.4.8. Suppose X is weakly toroidal. Let SingX and C be the singular and
non-normal locus of X, respectively. Then (X, SingX) and (X,C) are weakly toroidal
pairs.

If (X, Y ) is a weakly toroidal pair, then X and Y are weakly toroidal.
Let (X, Y ) be a weakly toroidal pair. Define Ω̃p

(X,Y ) = Ker(Ω̃p
X → Ω̃p

Y ).

Lemma 2.4.9. Let (X, Y ) be a weakly toroidal pair. We have a short exact sequence

0→ Ω̃p
(X,Y ) → Ω̃p

X → Ω̃p
Y → 0.

Proof. By étale base change and [10], we may suppose (X, Y ) is a local model. Then
Ap(X)→ Ap(Y ) is surjective, by the combinatorial formulas for the two modules.

Theorem 2.4.10. Let (X, Y ) be a weakly toroidal pair. Let ε : X• → X be a smooth
simplicial resolution, such that ε−1(Y ) = Y• is locally on X• either empty, or a normal
crossing divisor. Then Ω̃p

(X,Y ) → Rε∗(Ω
p
(X•,Y•)

) is a quasi-isomorphism.

Proof. Consider the commutative diagram

0 // Rε∗Ω
p
(X•,Y•)

// Rε∗Ω
p
X•

// Rε∗Ω
p
Y•

// 0

0 // Ω̃p
(X•,Y•)

//

α

OO

Ω̃p
X

//

β

OO

Ω̃p
Y

//

γ

OO

0

where the top row is an exact triangle, and the bottom row is a short exact sequence. Since
β, γ are quasi-isomorphisms, so is α.

Thus, the filtered complex (Ω̃∗(X,Y ), F ), with F the naive filtration, is a canonical choice

for the Du Bois complex of the pair (X, Y ) (see [45]).

Corollary 2.4.11. Let (X, Y ) be a weakly toroidal pair. Then (X, Y ) has Du Bois singu-
larities.



2.4. WEAKLY TOROIDAL VARIETIES 55

Proof. We have to show that IY⊂X = Ω̃0
(X,Y ). The statement is local, and invariant under

étale base change. By [10], we may suppose X = Spec k[M] is a weakly normal local model,
and Y ⊂ X is a torus invariant closed subvariety. By definition, A0(X, Y ) = Γ(X, IY⊂X).
Therefore the claim holds.

As above, we obtain the Poincaré lemma for pairs: C(Xan,Y an)
∼→Ω̃∗(Xan,Y an). Similarly,

we obtain

Theorem 2.4.12. Let (X, Y ) be a weakly toroidal pair, with X/C proper. Then the spectral
sequence

Epq
1 = Hq(X, Ω̃p

(X,Y )) =⇒ GrpF H
p+q(Xan, Y an;C)

degenerates at E1, and converges to the Hodge filtration on the relative cohomology groups
of (Xan, Y an).

We can also generalize [15, Propositions 1.8, 2.8] as follows:

Proposition 2.4.13. Let (X ′, Y ′) and (X, Y ) be weakly toroidal pairs. Let f : X ′ → X
be a proper surjective morphism such that Y ′ = f−1(Y ) and f : X ′ \ Y ′ → X \ Y is an
isomorphism. Then

Ω̃p
(X,Y ) → Rf∗Ω̃

p
(X′,Y ′)

is a quasi-isomorphism.

Proof. Consider the commutative diagram

Ωp
(X,Y )

// Rf∗Ω
p
(X′,Y ′)

Ω̃p
(X,Y )

//

OO

Rf∗Ω̃
p
(X′,Y ′)

OO

The vertical arrows are quasi-isomorphisms, by Theorem 2.4.10. The top horizontal ar-
row is a quasi-isomorphism by the proof of [22, Proposition 4.11]. Therefore the bottom
horizontal arrow is a quasi-isomorphism as well.
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Chapter 3

Weakly log canonical varieties

Our motivation is to better understand semi-log canonical singularities (cf. [44]) by con-
structing toric examples. Semi-log canonical singularities are possibly not normal, and
even reducible. So by a toric variety we mean Spec k[M], the spectrum of a toric face ring
k[M] associated to a monoidal complexM = (M,∆, (Sσ)σ∈∆). From the algebraic point of
view, toric face rings were introduced as a generalization of Stanley-Reisner rings, studied
by Stanley, Reisner, Bruns, Ichim, Römer and others (see the introductions of [33, 7] for
example). From the geometric point of view, Alexeev [1] introduced another generaliza-
tion of Stanley-Reisner rings, the so called stable toric varieties, obtained by glueing toric
varieties (possibly not affine) along orbits.

In order to understand residues for varieties with normal crossings singularities, we
were forced to enlarge the category of semi-log canonical singularities to the class of weakly
log canonical singularities. To see this, let us consider the normal crossings model Σ =
∪ni=1Hi ⊂ AnC, where Hi : (zi = 0) is the i-th standard hyperplane. It is Cohen Macaulay
and Gorenstein, and codimension one residues onto components of Σ glue to a residue
isomorphism Res : ωAn(log Σ)|Σ

∼→ωΣ, where ωΣ is a dualizing sheaf. It follows that Σ
has semi-log canonical singularities and ωΣ ' OΣ. The complement T = An \ Σ is the n-
dimensional torus, which acts naturally on An. The invariant closed irreducible subvarieties
of codimension p are Hi1 ∩ · · · ∩ Hip for i1 < · · · < ip. A natural way to realize Σ as a
glueing of smooth varieties (cf. [19]) is to consider the decreasing filtration of algebraic
varieties

X1 ⊃ X2 ⊃ · · ·

where X1 = Σ and Xp+1 = Sing(Xp) for p ≥ 1. It turns out that Xp is the union of T -
invariant closed irreducible subvarieties of An of codimension p, that is Xp = ∪i1<···<ipHi1∩
· · ·∩Hip (the reader may check that Xp is the affine toric variety associated to the following
monoidal complex: lattice Zn, fan consisting of all faces σ ≺ Rn≥0 of codimension at least
p, and semigroups Sσ = Zn ∩ σ). After extending the filtration with X0 = An, we would
like to realize it as a chain of semi-log canonical structures and (glueing of) codimension
one residues

(An,Σ) (Σ, 0) (X2, 0) · · · .

57
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The varieties Xp are weakly normal and Cohen Macaulay, but not nodal in codimension
one if p > 1. The dualizing sheaf of X2 is not invertible in codimension one, so we cannot
define the sheaves ω

[n]
X2

(n ∈ Z), and (X2, 0) is not semi-log canonical. We observe in
this chapter that the filtration may still be viewed as a chain of log structures, provided
we enlarge the category of semi-log canonical singularities to a certain class called weakly
log canonical singularities. We show that for p > 0, (Xp, 0) has weakly log canonical

singularities, ω
[2]
(Xp,0) ' OXp , and codimension one residues onto components of Xp+1 glue

to a residue isomorphism Res[2] : ω
[2]
(Xp,0)|Xp+1

∼→ω[2]
(Xp+1,0) (see Proposition 3.5.6).

A semi-log canonical singularity X is defined as a singularity such that a) X is S2 and

nodal in codimension one, b) certain pluricanonical sheaves ω
[r]
X are invertible, and c) the

induced log structure on the normalization has log canonical singularities. We define weakly
log canonical singularities by replacing axiom a) with a’): X is S2 and weakly normal. The

known pluricanonical sheaves ω
[r]
X are replaced by certain pluricanonical sheaves ω

[r]
(X,0),

consisting of rational differential r-forms on X which have constant residues over each
codimension one non-normal point of X. Semi-log canonical singularities are a subclass of
weakly log canonical singularities, as it turns out that ω

[r]
X = ω

[r]
(X,0) (r ∈ 2Z) if X has semi-

log canonical singularities. Among weakly log canonical singularities, semi-log canonical
singularities are those which have multiplicity 1 or 2 in codimension one.

We classify toric varieties X = Spec k[M] which are weakly (semi-) log canonical. The
classification is combinatorial, expressed in terms of the log structure on the normalization,
and certain incidence numbers of the irreducible components in their invariant codimension
one subvarieties. The irreducible case is much simpler than the reducible case. Along
the way, we find a criterion for X to satisfy Serre’s property S2, which extends Terai’s
criterion [64].

A key feature of weakly log canonical singularities is the definition of residues onto lc
centers of codimension one. We make this explicit in the toric case. We also construct
residues to higher codimension lc centers, under the assumption that the irreducible compo-
nents of the toric variety are normal. In particular, we obtain higher codimension residues
for normal crossings pairs.

We outline the structure of this chapter. In Section 1 we collect known results on log
pairs and codimension one residues, and exemplify them in the (normal) toric case. In
Section 2, we find a criterion (Theorem 3.2.10) for Spec k[M] to satisfy Serre’s property
S2. The irreducible case was known [13], and our criterion generalizes that of Terai [64].
The weak normality criterion for Spec k[M] was also known (see [7] for a survey and
references). In Section 3 we define weakly normal log pairs, and the class of weakly log
canonical singularities. Compared to semi-log canonical pairs, weakly normal log pairs are
allowed boundaries with negative coefficients, and a certain locus where it is not weakly
log canonical. Hopefully, this will be useful in future applications. In Section 4, we find a
criterion for Spec k[M], endowed with a torus invariant boundary B, to be a weakly normal
log pair (Proposition 3.4.2 for the irreducible case, Proposition 3.4.10 for the reducible
case). We also investigate the LCS-locus, or non-klt locus of a toric weakly normal pair,
which is useful for inductive arguments. In Section 5 we construct residues of toric weakly
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log canonical pairs onto lc centers of arbitrary codimension, under the assumption that
the irreducible components of the toric variety are normal. We extend these results to
weakly log canonical pairs which are locally analytically isomorphic to such toric models
(Theorem 3.5.8). In particular, we obtain higher codimension residues for normal crossings
pairs (Corollary 3.5.10).

3.1 Preliminary on log pairs, codimension one residues

3.1.1 Rational pluri-differential forms on normal varieties

Let X/k be a normal algebraic variety, irreducible, of dimension d. A prime divisor on X
is a codimension one subvariety P in X.

A non-zero rational function f ∈ k(X)× induces the principal Weil divisor on X

(f) = divX(f) =
∑
P

vP (f) · P,

where the sum runs after all prime divisors of X. Note that vP (f) is the maximal m ∈ Z
such that t−mP f is regular at P , where tP is a local parameter at P .

A non-zero rational differential d-form ω ∈ ∧dΩ1
k(X)/k \ 0 induces a Weil divisor on X

(ω) =
∑
P

vP (ω) · P,

where vP (ω) is the maximal m ∈ Z such that t−mP ω is regular at P , where tP is a local
parameter at P . If ω′ ∈ ∧dΩ1

k(X)/k \ 0, then ω′ = fω for some f ∈ k(X)×, and (ω′) =

(f) + (ω). Therefore the linear equivalence class of (ω) is an invariant of X, called the
canonical divisor of X, denoted KX . Sometimes we also denote by KX any divisor in this
class, but this may cause confusion.

Let r ∈ Z. A non-zero rational r-pluri-differential form ω ∈ (∧dΩ1
k(X)/k)

⊗r \ 0 induces
a Weil divisor on X

(ω) =
∑
P

vP (ω) · P,

where if we write ω = fωr0 with f ∈ k(X)× and ω0 ∈ Ω1
k(X)/k\0, we define (ω) = (f)+r(ω0).

This is well defined, and (ω) ∼ rKX .
The following properties hold: (fω) = (f) + (ω), (ω1ω2) = (ω1) + (ω2). Note that

rational functions identify with rational differential 0-forms.
Let P ⊂ X be a prime divisor. A rational differential p-form ω ∈ ∧pΩ1

k(X)/k has at most
a logarithmic pole at P if both ω and dω have at most a simple pole at P . Equivalently,
there exists a decomposition ω = (dt/t) ∧ ωp−1 + ωp, with t a local parameter at P , and
ωp−1, ωp regular at P . Define the Poincaré residue of ω at P to be the rational differential
form

ResP ω = ωp−1|P ∈ ∧p−1Ω1
k(P )/k.
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The definition is independent of the decomposition. It is additive in ω, and if f ∈ k(X) is
regular at P , then f |P ∈ k(P ) and ResP (fω) = f |P · ResP (ω).

Note that ω ∈ ∧dΩ1
k(X)/k automatically satisfies dω = 0. Therefore ω has at most a

logarithmic pole at P if and only if (ω) + P ≥ 0 near P .

3.1.2 Log pairs and varieties

Let X/k be a normal algebraic variety. Let B be a Q-Weil divisor on X: a formal sum of
prime divisors on X, with rational coefficients, or equivalently, the formal closure of a Q-
Cartier divisor defined on the smooth locus of X. For n ∈ Z, define a coherent OX-module
ω

[n]
(X/k,B) by setting for each open subset U ⊆ X

Γ(U, ω
[n]
(X/k,B)) = {0} ∪ {ω ∈ (∧dΩ1

k(X)/k)
⊗n; (ω) + nB ≥ 0 on U}.

On V = X \ (SingX ∪ SuppB), ω
[n]
(X/k,B)|V coincides with the invertible OV -module

(∧dΩ1
V/k)

⊗n.

Lemma 3.1.1. Let U ⊆ X be an open subset. Let ω ∈ (∧dΩ1
k(X)/k)

⊗n \ 0 be a non-zero

rational pluri-differential form. Then 1 7→ ω induces an isomorphism OU
∼→ω[n]

(X/k,B)|U if

and only if (ω) + bnBc = 0 on U .

Proof. Indeed, the homomorphism is well defined only if D = (ω) + bnBc|U ≥ 0. The
homomorphism is an isomorphism if and only if OU = OU(D), that is D = 0, since U is
normal.

The choice of a non-zero rational top differential form on X induces an isomorphism
between the sheaf of rational pluri-differentials ω

[n]
(X/k,B) and the sheaf of rational functions

OX(nKX + bnBc).
We have a natural multiplication map ω

[m]
(X/k,B) ⊗OX ω

[n]
(X/k,B) → ω

[m+n]
(X/k,B), which is an

isomorphism if mB has integer coefficients and ω
[m]
(X/k,B) is invertible. In particular, if rB

has integer coefficients and ω
[r]
(X/k,B) is invertible, then (ω

[r]
(X/k,B))

⊗n ∼→ω[rn]
(X/k,B) for all n ∈ Z,

and the graded OX-algebra ⊕n∈Nω[n]
(X/k,B) is finitely generated.

Definition 3.1.2. A log pair (X/k,B) consists of a normal algebraic variety X/k and
the (formal) closure B of a Q-Weil divisor on the smooth locus of X/k, subject to the
following property: there exists an integer r ≥ 1 such that rB has integer coefficients and
the OX-module ω

[r]
(X/k,B) is locally free (i.e. invertible).

If B is effective, we call (X/k,B) a log variety.
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3.1.3 Log canonical singularities, lc centers

We assume log resolutions are known to exist (e.g. if char(k) = 0, by Hironaka, or in
the category of toric log pairs). Let (X/k,B) be a log pair. There exists a log resolution
µ : X ′ → (X,BX), that is a desingularization µ : X ′ → X such that Excµ ∪ µ−1(SuppB)

is a normal crossings divisor. Let r ≥ 1 such that rB has integer coefficients and ω
[r]
(X/k,B)

is invertible. If ω is a local generator, then µ∗ω is a local generator of ω
[r]
(X′/k,BX′ )

, where

BX′ is a Q-divisor on X ′ such that rBX′ has integer coefficients (locally, BX′ = −1
r
(µ∗ω)).

The Q-divisor BX′ may not be effective even if B is effective, and this is the reason why
we consider log pairs, although we are mainly interested with log varieties.

We obtain a log crepant desingularization µ : (X ′, BX′)→ (X,B), with X ′ smooth and

Supp(BX′) a normal crossings divisor, and an isomorphism µ∗ω
[r]
(X/k,B)

∼→ω[r]
(X′,BX′ )

.

If the coefficients of BX′ are at most 1, we say that (X,B) has log canonical singularities.
This definition is independent of the choice of µ. If B>1

X′ denotes the part of BX′ which has
coefficients strictly larger than 1, then µ(Supp(B>1

X′ )) is a closed subset of X, called the
non-lc locus of (X,B), denoted (X,B)−∞. It is the complement in X of the largest open
subset where (X,B) has log canonical singularities. An lc center of (X,B) is either X,
or µ(E) for some prime divisor E on some log resolution X ′ → X, with multE(BX′) = 1
and µ(E) 6⊆ (X,B)−∞. If µ : (X ′, BX′) → (X,B) is a log resolution such that B=1

X′ has
simple normal crossings, the lc centers of (X,B) different from X are exactly the images,
not contained in (X,B)−∞, of the intersections of the components of B=1

X′ . In particular,
(X,B) has only finitely many lc centers.

3.1.4 Residues in codimension one lc centers, different

Let (X/k,B) be a log pair, let E ⊂ X be a prime divisor with multE(B) = 1. Let

ω ∈ Γ(X,ω
[l]
(X/k,B)). Near the generic point of E, ω

[1]
(X/k,B) is invertible, say with generator

ω0. We can write ω = fω⊗l0 , with f ∈ k(X)× regular at the generic point of E. Define the
residue of ω at E to be the rational pluri-differential form

Res
[l]
E ω = f |E · (ResE ω0)⊗l ∈ (∧d−1Ω1

k(E)/k)
⊗l.

The definition is independent of the choice of f and ω0. It is additive in ω, and if g ∈ k(X)

is regular at the generic point of E, then Res
[l]
E (g ·ω) = g|E ·Res

[l]
E ω. The residue operation

induces a natural map
Res

[l]
E : ω

[l]
(X/k,B) → ω

[l]
k(E)/k,

which is compatible with multiplication of pluri-differential rational forms.
Let r ≥ 1 such that rB has integer coefficients and ω

[r]
(X/k,B) is invertible. Let En → E

be the normalization and j : En → X the induced morphism. Choose an open subset
U ⊆ X which intersects E, and a nowhere zero section ω of ω

[r]
(X/k,B)|U . Then Res

[r]
E ω is a

non-zero rational pluri-differential form on En. The identity

(Res
[r]
E ω)|j−1(U) +D|j−1(U) = 0
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defines a Weil divisor D on j−1(U). It does not depend on the choice of ω, and it glues to
a Weil divisor D on En. The Q-Weil divisor BEn = 1

r
D is called the different of (X,B) on

En. It follows that rBEn has integer coefficients, ω
[r]
(En/k,BEn ) is invertible, and the residue

at E induces an isomorphism

Res
[r]
E : j∗ω

[r]
(X/k,B)

∼→ω[r]
(En/k,BEn ).

If l ≥ 1 is an integer, then ω
[rl]
(X/k,B) is again invertible. It defines the same different,

and the isomorphism Res
[rl]
E identifies with (Res

[r]
E )⊗l. We deduce that the different BEn

is independent of the choice of r, and (En/k,BEn) is again a log pair. The following
properties hold:

• If B ≥ 0, then BEn ≥ 0.

• Let B′ such that multE B
′ = 1 and B′−B isQ-Cartier. Then B′En = BEn+j∗(B′−B).

3.1.5 Volume forms on the torus

Let T/k be a torus, of dimension d. Then T = Spec k[M ] for some lattice M . Let
B = (m1, . . . ,md) be an ordered basis of the lattice M . Then

ωB =
dχm1

χm1
∧ · · · ∧ dχ

md

χmd

is a T -invariant global section of ∧dΩ1
T/k, which is nowhere zero. It induces an isomorphism

OT
∼→∧d Ω1

T/k.

Let B′ = (m′1, . . . ,m
′
d) be another ordered basis of M . Then ωB = ε · ωB′ , where the

sign ε = ±1 is computed either by the identity ∧di=1mi = ε · ∧di=1m
′
i in ∧dM , or as the

determinant of the matrix (aij) given by mi =
∑

j aijm
′
j. Therefore ωB depends on the

choice of the ordered basis of M only up to a sign. If the sign does not matter, we denote
ωB by ωT or ωM . For example, if n is an even integer, we denote ω⊗nB by ω⊗nT .

The above trivialization of ∧dΩ1
T/k depends on the choice of the ordered basis up to a

sign. Its invariant form is OT ⊗Z ∧dM
∼→∧d Ω1

T/k (induced by OT ⊗ZM
∼→Ω1

T/k). The form

ωB depends in fact only on the basis element m1 ∧ · · · ∧md of ∧dM ' Z. We say that ωB
is the volume form induced by an orientation of M .

Let M ′ ⊆M be a sublattice of finite index e. It corresponds to a finite surjective toric
morphism ϕ : T = Spec k[M ] → T ′ = Spec k[M ′]. If B′ is an ordered basis of M ′, then
ϕ∗ωB′ = (±e) · ωB.



3.1. PRELIMINARY ON LOG PAIRS, CODIMENSION ONE RESIDUES 63

3.1.6 Affine toric log pairs

Let T ⊆ X be a normal affine equivariant embedding of a torus. Thus T = Spec k[M ] for
some lattice M , and X = Spec k[M ∩ σ] for a rationally polyhedral cone σ ⊆ MR which
generates MR. The complement ΣX = X \ T is called the toric boundary of X. We have
ΣX = ∪iEi, where Ei are the invariant codimension one subvarieties of X. Each Ei is of
the form Spec k[M ∩ τi], where τi ≺ σ is a codimension one face. Let ei ∈ N ∩ σ∨ be the
primitive vector in the dual lattice N which cuts out τi, that is σ∨ ∩ τ⊥i ∩N = Nei.

The volume form ωB on T , induced by an orientation of M , extends as a rational
top differential form on X. Let Ei be an invariant prime divisor on X. As a subvariety,
Ei = Spec k[M ∩ τi] is again toric and normal. Denote by Mi the lattice M ∩ τi−M ∩ τi =
M ∩ (τi− τi). Let Bi = (m′1, . . . ,m

′
d−1) be an ordered basis of Mi. Choose u ∈M such that

〈ei, u〉 = 1. Then B′i = (u,m′1, . . . ,m
′
d−1) becomes an ordered basis of M , and ωB = εi · ωB′i

for some εi = ±1. The sign εi does not depend on the choice of u. Since χu is a local
parameter at the generic point of Ei, and ωB′i = dχu

χu
∧ ωBi , we obtain

ResEi ωB = εi · ωBi .

Therefore ωB has exactly logarithmic poles along the invariant prime divisors of X, and
the induced Weil divisor on X is

(ωB) = −ΣX .

Lemma 3.1.3. (X/k,ΣX) is a log variety with lc singularities.

Proof. We have ω
[1]
(X/k,ΣX) = OX · ωB, so ω

[1]
(X/k,ΣX) ' OX . Let µ : X ′ → X be a toric

desingularization. Let ΣX′ = X ′ \ T be the toric boundary of X ′, which is the union
of its invariant codimension one subvarieties. Then X ′ is smooth, ΣX′ is a simple normal
crossings divisor, and (µ∗ωB)+ΣX′ = 0. Therefore (X/k,Σ) has log canonical singularities.

The different of (X/k,ΣX) on Ei is ΣEi , and for every n ∈ Z we have residue isomor-
phisms

Res
[n]
Ei

: ω
[n]
(X/k,ΣX)|Ei

∼→ω[n]
(Ei/k,ΣEi )

.

Choosing bases B,Bi to trivialize the sheaves, the residue isomorphism becomes

εni · (OX |Ei
∼→OEi).

Let B be a T -invariant Q-Weil divisor on X. That is B =
∑

i biEi with bi ∈ Q. We
compute

ω
[n]
(X/k,B) = OX(b−nΣX + nBc) · ω⊗nB .

Recall that X has a unique closed orbit, associated to the smallest face of σ, which is
σ ∩ (−σ), or equivalently, the largest vector subspace contained in σ.

Lemma 3.1.4. Let n ∈ Z. The following properties are equivalent:
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a) ω
[n]
(X/k,B) is invertible at some point x, which belongs to the closed orbit of X.

b) ω
[n]
(X/k,B) ' OX .

c) There exists m ∈M such that (χm) + bn(−ΣX +B)c = 0 on X.

Proof. a) =⇒ c) The T -equivariant sheaf OX(bn(−ΣX + B)c) is invertible near x. Since
x belongs to the closed orbit of X, the sheaf is trivial, and there exists m ∈ M with
(χm) + bn(−ΣX +B)c = 0 on X [39].

c) =⇒ b) χmω⊗nB is a nowhere zero global section of ω
[n]
(X/k,B).

b) =⇒ a) is clear.

Proposition 3.1.5. (X/k,B) is a log pair if and only if and only if there exists ψ ∈ MQ
such that 〈ei, ψ〉 = 1−multEi(B) for all i. Moreover, (X/k,B) has lc singularities if and
only if the coefficients of B are at most 1, if and only if ψ ∈ σ.

Proof. Suppose (X/k,B) is a log pair. There exists r ≥ 1 such that rB has integer

coefficients and ω
[r]
(X/k,B) is invertible. Then there existsm ∈M with (χm)+br(−ΣX+B)c =

0 on X. That is 〈ei,m〉 = r(1−multEi(B)) for every i. Then ψ = 1
r
m satisfies the desired

properties.

Conversely, let ψ ∈MQ with 〈ei, ψ〉 = 1−multEi(B) for all i. Let r ≥ 1 with rψ ∈M .

In particular, rB has integer coefficients. Since (χrψ) + r(−ΣX +B) = 0, ω
[r]
(X/k,B) ' OX .

The above proof also shows that rB has integer coefficients and ω
[r]
(X/k,B) is invertible if

and only if rψ ∈M .

Suppose ψ ∈ σ. Since {R+ei}i are the extremal rays of σ∨, this is equivalent to
〈ei, ψ〉 ≥ 0 for all i, which in turn is equivalent to multEi(B) ≤ 1 for all i, that is B ≤ ΣX .
Since (X/k,ΣX) has log canonical singularities, so does (X,B).

Conversely, suppose (X/k,B) has log canonical singularities. Then the coefficients of
B are at most 1, that is ψ ∈ σ.

We call (X/k,B) a toric (normal) log pair, and ψ ∈MQ the log discrepancy function of
the toric log pair (X/k,B). The log discrepancy function is unique only up to an element of
MQ∩σ∩(−σ). It uniquely determines the boundary, by the formula B =

∑
i(1−〈ei, ψ〉)Ei.

The terminology derives from the following property:

Lemma 3.1.6. Let (X/k,B) be a toric log pair. Each e ∈ Nprim ∩ σ∨ induces a toric
valuation Ee over X, with log discrepancy a(Ee;X,B) = 〈e, ψ〉.

Proof. Let ∆ be a fan in N which is a subdivision of σ, and contains R+e as a face. Let
X ′ = TN emb(∆) be the induced toric variety. Then µ : X ′ → X is a toric proper birational
morphism, and e defines an invariant prime Ee on X ′. Let rψ ∈M . Then χrψω⊗rB trivializes

ω
[r]
(X/k,B), hence µ∗χrψω⊗rB trivializes ω

[r]
(X′/k,BX′ )

. Therefore 1−multEe(BX′) = 〈e, ψ〉.
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We have (X/k,B)−∞ = ∪bi>1Ei. If non-empty, the non-lc locus has pure codimension
one in X. If B is effective, the non-lc locus is the support of a natural subscheme struc-
ture [5], with ideal sheaf I−∞ = ⊕mk ·χm, where the sum runs after all m ∈M∩σ such that
〈m, e〉 ≥ max(0,−〈ψ, e〉) for all e ∈ N ∩ σ∨. From the existence of toric log resolutions, it
follows that the lc centers of (X/k,B) are the invariant subvarieties Xσ, where ψ ∈ σ ≺ σS
and σ 6⊂ τi if bi > 1.

Let (X/k,B) be a toric log pair, with log canonical singularities. That is ψ ∈MQ ∩ σ.
The lc centers of (X/k,B) are the invariant closed irreducible subvarieties Xτ = Spec k[M∩
τ ], where τ is a face of σ which contains ψ. For τ = σ, we obtain X as an lc center. For
τ 6= σ, we obtain lc centers defined by toric valuations of X. Each lc center is normal.
Any union of lc centers is weakly normal. The intersection of two lc centers is again an lc
center. With respect to inclusion, there exists a unique minimal lc center, namely Xτ(ψ) for
τ(ψ) = ∩ψ∈τ≺στ (the unique face of σ which contains ψ in its relative interior). Note that
X is the unique lc center of (X/k,B) if and only if (X/k,B) has klt singularities, if and
only if the coefficients of B are strictly less than 1, if and only if ψ belongs to the relative
interior of σ. Define the LCS locus, or non-klt locus of (X/k,B), to be the union of all lc
centers of positive codimension in X. We have maxi bi ≤ 1 and LCS(X/k,B) = ∪bi=1Ei.
If non-empty, the LCS locus has pure codimension one in X.

Let (X/k,B) be a toric log pair, let Ei be an invariant prime divisor with multEi(B) = 1.
Let ψ be the log discrepancy function, let rψ ∈ M . We have Ei = Spec k[M ∩ τi] for a
codimension one face τi ≺ σ. The condition multEi(B) = 1 is equivalent to rψ ∈ Mi =

M ∩ τi −M ∩ τi. Then χrψω⊗rB trivializes ω
[r]
(X/k,B), and

ResEi(χ
rψω⊗rB ) = χrψ(ResEi ωB)⊗r = εriχ

rψω⊗rBi

trivializes ω
[r]
(Ei/k,BEi )

, where BEi is the different of (X/k,B) on Ei, computed by the formula

(χrψ) = r(ΣEi −BEi) on Ei.

Let n ∈ Z. Then Res
[n]
Ei

sends ω
[n]
(X/k,B) into ω

[n]
(Ei/k,BEi )

. If ω
[n]
(X/k,B) is invertible (even if nB

does not have integer coefficients), we obtain an isomorphism

Res
[n]
Ei

: ω
[n]
(X/k,B)|Ei

∼→ω[n]
(Ei/k,BEi )

.

The coefficients of the different BEi are controlled by those of B. Indeed, let Q ⊂ Ei be
an invariant prime divisor. The lattice dual to Mi is a quotient lattice Ni of N , and the
cone in Ni dual to τi ⊂ (Mi)R is the image of σ∨ ⊂ NR under the quotient π : N → Ni. Let
eQ ∈ Ni be the primitive vector on the extremal ray of the cone dual to τi, which determines
Q ⊂ Ei. There exists an extremal ray of σ∨ which maps onto R+eQ, and denote by ej its
primitive vector. Then π(ej) = qeQ for some positive integer q. Since 〈ej, ψ〉 = q〈eQ, ψ〉,
we obtain

multQ(BEi) = 1−
1−multEj(B)

q
.
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3.2 Serre’s property S2 for affine toric varieties

Let X = Spec k[M] be the affine toric variety associated to a monoidal complex M =
(M,∆, (Sσ)σ∈∆). The torus T = Spec k[M ] acts naturally on X. We give a combinatorial
criterion for X to satisfy Serre’s property S2. Note that X is irreducible if and only if ∆
has a unique maximal element, if and only if X = Spec k[S], where S ⊆ M is a finitely
generated semigroup such that S − S = M .

3.2.1 Irreducible case

Let S ⊆M be a finitely generated semigroup such that S−S = M . Let k[S] be the induced
semigroup ring, set X = Spec k[S]. It is an equivariant embedding of T . Let σS ⊆ MR
be the cone generated by S. For a face σ ≺ σS, denote Sσ = S ∩ σ and Xσ = Spec k[Sσ].
Then X is the toric variety associated to the monoidal complex determined by M , the
fan ∆ consisting of faces of σS, and the collection of semigroups Sσ. The invariant closed
subvarieties of X are Xσ.

If S = M , then T = X is smooth, hence S2. Else, X \ T =
∑

iEi is the sum of T -
invariant codimension one subvarieties. We have Ei = Xτi , where (τi)i are the codimension
one faces of σS. Set

S ′ = ∩i(S − S ∩ τi).

Lemma 3.2.1. S ⊆ S ′ ⊆ S̄ = M ∩ σS.

Proof. We only have to prove the inclusion S ′ ⊆ M ∩ σS. Suppose by contradiction that
m ∈ S ′ \σS. Then there exists ϕ ∈ σ∨S such that σS ∩ϕ⊥ is a codimension one face τi of σS,
and 〈ϕ,m〉 < 0. But m+ si ∈ S for some si ∈ S ∩ τi. Therefore 〈ϕ,m〉 = 〈ϕ,m+ si〉 ≥ 0,
a contradiction.

Theorem 3.2.2. [29] The S2-closure of X is Spec k[S ′]→ Spec k[S].

Proof. Denote R = {f ∈ k(X); regular in codimension one on X}. If f ∈ R, then f |T
is regular in codimension one on T . Since T is normal, f is regular on T . Therefore
R ⊆ O(T ) = ⊕m∈Mk ·χm. Now R is T -invariant. Therefore R = ⊕m∈S1k ·χm, for a certain
semigroup S1 ⊆M which remains to be identified.

Let m ∈ S1. Let τi ≺ σS be a face of codimension one. Then χm is regular at the
generic point of Ei. That is m = s − s′, for some s ∈ S and s′ ∈ S ∩ τi. We deduce that
S1 ⊆ ∩i(S − S ∩ τi) = S ′. For the converse, let m ∈ S ′. Since χm is regular on T and
at the generic points of X \ T =

∑
iEi, it is regular in codimension one on X. Therefore

m ∈ S1.

In particular, Spec k[S] is S2 if and only if S = ∩i(S − S ∩ τi).
Recall [7, Proposition 2.10] that X = Spec k[S] is seminormal if and only if S =

tσ≺σSΛσ ∩ relintσ, where (Λσ)σ≺σS is a family of sublattices of finite index Λσ ⊆M ∩ σ −
M ∩ σ, such that ΛσS = M and Λσ′ ⊆ Λσ ∩ σ′ if σ′ ≺ σ. A family of sublattices defines S
by the above formula, and S determines the family of sublattices Λσ = S ∩ σ − S ∩ σ.
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Theorem 3.2.3. [13] Spec k[S] is seminormal and S2 if and only if Λσ = ∩τi⊃σΛτi, for
every proper face σ � σS.

Proof. Recall that (τi)i are the codimension one faces of σS. For the proof, we may suppose
Spec k[S] is seminormal.

Suppose Spec k[S] is not S2. There exists m /∈ S and si ∈ Sτi (1 ≤ i ≤ q) such that
m + si ∈ S for all i. It follows that m ∈ σS. Let σ ≺ σS be the unique face which
contains m in its relative interior. Let τi be a codimension one face which contains σ.
Then m+si ∈ Sτi . Therefore m ∈ Sτi−Sτi = Λτi . We obtain m ∈ ∩τi⊃σΛτi \Λσ. Therefore
Λσ is strictly contained in ∩τi⊃σΛτi .

Conversely, suppose Spec k[S] is S2. Let σ � σS be a proper face. We have an inclusion
of lattices Λσ ⊆ ∩τi⊃σΛτi , both generating σ − σ. The inclusion of lattices is an equality,
if it is so after restriction to relintσ, by [7, Lemma 2.9].

Let m ∈ ∩τi⊃σΛτi ∩ relintσ. If τi ⊇ σ, then m ∈ Λτi ⊂ S − Sτi . If τi 6⊇ σ, there exists
si ∈ S ∩ τi such that m+ si ∈ intσS. Therefore m+ si ∈M ∩ intσS, which is contained in
S by seminormality. We obtain m ∈ S ′. The S2 property implies that m ∈ S. Therefore
m ∈ Λσ. We obtain Λσ = ∩τi⊃σΛτi .

So to give X = Spec k[S] which is seminormal and S2, is equivalent to give (M,σS)
(i.e. the normalization), the codimension one faces (τi)i of σS, and finite index sublattices
Λi ⊆M ∩ τi−M ∩ τi, for each i. Moreover, X is weakly normal if and only if char(k) does
not divide the index of the sublattice Λi ⊆M ∩ τi −M ∩ τi for all i, if and only if char(k)
does not divide the incidence numbers dY⊂X for every invariant subvariety Y of X (with
the terminology of Definition 3.2.5).

The normalization of X is X̄ = Spec k[S̄] → X = Spec k[S]. If X is seminormal, the
conductor subschemes C ⊂ X and C̄ ⊂ X̄ are reduced, described as follows.

Lemma 3.2.4. Suppose X = Spec k[S] is seminormal. Let ∆ be the fan consisting of the
cones σ ≺ σS such that Sσ − Sσ (M ∩ σ −M ∩ σ. Then C = ∪σ∈∆Xσ and C̄ = ∪σ∈∆X̄σ.

Proof. Note that S̄σ = M ∩ σ for σ ≺ σS.
If Sσ − Sσ (M ∩ σ−M ∩ σ, the same property holds for all faces τ ≺ σ. Therefore ∆

is a fan. The conductor ideal is I = ⊕m+S̄⊆Sk · χm. We claim

{m ∈ S;m+ S̄ ⊆ S} = S \ ∪σ∈∆σ.

For the inclusion ⊆, let m ∈ σ ≺ σS with m + S̄ ⊂ S. Then m + S̄σ ⊆ Sσ. Since
m ∈ Sσ, we obtain Sσ − Sσ = S̄σ − S̄σ. Therefore σ /∈ ∆.

For the inclusion ⊇, let m ∈ S with m + S̄ * S. There exists s̄ ∈ S̄ such that
m+ s̄ /∈ S. Let σ ≺ σS be the unique face with m+ s̄ ∈ relintσ. Then m, s̄ ∈ σ. Suppose
by contradiction that σ /∈ ∆. Then Sσ − Sσ = S̄σ − S̄σ, and

m+ s̄ ∈ S̄σ ∩ relintσ = (S̄σ − S̄σ) ∩ relintσ = (Sσ − Sσ) ∩ relintσ = Sσ ∩ relintσ,

where we have used that X̄ and X are seminormal. Then m + s̄ ∈ S, a contradiction.
Therefore σ ∈ ∆.
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Definition 3.2.5. LetX = Spec k[S] and Y ⊂ X an invariant closed irreducible subvariety.
That is Y = Xτ for some face τ ≺ σS. Let π : X̄ → X be the normalization, let Ȳ =
π−1(Y ). Then X̄ = Spec k[M ∩ σS], Ȳ = (X̄)τ = Spec k[M ∩ τ ] and we obtain a cartesian
diagram

X̄

π
��

Ȳ? _oo

π′

��
X Y? _oo

The induced morphism π′ : Ȳ → Y is finite, of degree dY⊂X , equal to the index of the
sublattice Sτ − Sτ ⊆ M ∩ τ −M ∩ τ . We call dY⊂X the incidence number of Y ⊂ X,
sometimes denoted dτ≺σS . Note that dY⊂X > 1 if and only if X is not normal at the
generic point of Y .

3.2.2 Reducible case

Consider now the general case of an affine toric variety X = Spec k[M]. For σ ∈ ∆,
denote by Xσ the T -invariant closed irreducible subvariety of X coresponding to σ. The
decomposition of X into irreducible components is X = ∪FXF , where {F} are the facets
(maximal cones) of ∆.

Lemma 3.2.6. The sequence 0→ OX → ⊕FOXF → ⊕F 6=F ′OXF∩F ′ is exact.

Proof. Let fF ∈ O(XF ) such that for every F 6= F ′, fF and fF ′ coincide on XF∩F ′ . We can
write fF =

∑
m c

F
mχ

m. Let m ∈ |M|. The map F 3 m 7→ cFm is constant. Denote by cm
this common value. Then f =

∑
m cmχ

m ∈ O(X) and f |XF = fF for every facet F . This
shows that the sequence is exact in the middle. The map O(X) → ⊕FO(XF ) is clearly
injective.

The S2-closure of X is SpecR→ X, where R = lim−→codim(Z⊂X)≥2
OX(X \ Z) is the ring

of functions which are regular in codimension one points of X. We describe R explicitly.
For σ ∈ ∆, recall that Oσ ⊂ Xσ is the open dense orbit. We have tFOF ⊂ X, with
complement Σ = ∪codim(σ∈∆)>0Xσ, the toric boundary of X.

Let f ∈ R. Then fF := f |OF is regular in codimension one. Since TF is normal, hence
S2, fF ∈ O(OF ). We can uniquely write fF =

∑
m∈SF−SF c

F
mχ

m, where the sum has finite

support. Denote Supp(fF ) = {m ∈ SF − SF ; cFm 6= 0}.
Let σ ∈ ∆ be a cone of codimension one. Equivalently, σ has codimension one in every

facet containing it. Since f is regular at the generic point of Xσ, we obtain:

1) fF is regular at the generic point of Xσ ↪→ XF . That is Supp fF ⊂ SF − Sσ.

2) If F and F ′ are two facets containing σ, the restriction of fF to Xσ ↪→ XF coincides
with the restriction of fF ′ to Xσ ↪→ XF ′ .
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So f ∈ R induces a family (fF )F ∈
∏

F O(OF ) satisfying properties 1) and 2). This
correspondence is bijective, by Lemma 3.2.6. Thus we may identify R with the collections
(fF )F ∈

∏
F O(OF ) satisfying properties 1) and 2), for every cone σ ∈ ∆ of codimension

one.

Definition 3.2.7. The fan ∆ is called 1-connected if for every two facets F 6= F ′ of ∆,
there exists a sequence of facets F0 = F, F1, . . . , Fn = F ′ of ∆, which contain F ∩ F ′, and
such that Fi ∩ Fi+1 is a face of codimension one in both Fi and Fi+1, for all 0 ≤ i < n.

It is clear that for a 1-connected fan, every facet has the same dimension.

Lemma 3.2.8. If X is S2, then ∆ is 1-connected.

Proof. Let F 6= F ′ be two facets of ∆. Define a graph Γ as follows: the vertices are
the facets of ∆ which contain F ∩ F ′, and two vertices are joined by an edge if their
intersection has codimension one in both of them. Let {c} be the connected components
of Γ. Denote by Xc the union of the irreducible components of X which belong to c, and
Z = ∪c 6=c′Xc ∩ Xc′ . By construction, codim(Z ⊂ X) ≥ 2. Let Y be the union of the
irreducible components of X which do not contain XF∩F ′ , set U = X \ Y .

If X is S2, then OX(U) → OX(U \ Z) is an isomorphism. Since U is connected, it
follows that U \ Z = tc(Xc \ Y ) is connected, that is Γ is connected. Therefore F and F ′

can be joined by a chain with the desired properties.

Lemma 3.2.9. Suppose ∆ is 1-connected. Denote by S ′F the S2-closure of SF . For σ ∈ ∆,
define S̃σ = {m ∈ σ;m ∈ S ′F ∀F 3 m}. Then M̃ = (M,∆, (S̃σ)σ∈∆) is a monoidal
complex, and Spec k[M̃]→ Spec k[M] is the S2-closure of X.

Proof. Since ∆ is 1-connected, the irreducible components of X have the same dimension.
Therefore R is the ring of collections (fF ) ∈

∏
F O(OF ) satisfying the following properties:

1’) fF is regular in codimension one on XF . Since XF = Spec k[SF ], this means that
Supp fF ⊂ S ′F .

2’) If F and F ′ are two facets intersecting in a codimension one face, the restriction of
fF to XF∩F ′ ↪→ XF coincides with the restriction of fF ′ to XF∩F ′ ↪→ XF ′ .

Since ∆ is 1-connected, 2’) is equivalent to

2”) If F 6= F ′ are two facets, the restriction of fF to XF∩F ′ ↪→ XF coincides with the
restriction of fF ′ to XF∩F ′ ↪→ XF ′ .

Let m ∈ ∪F Supp fF . The map F 3 m 7→ cFm is constant, by 2”). And if the constant cm is
non-zero, then m belongs to ∩F3mS ′F , by 1). If we set f =

∑
m cmχ

m, we have f |XF = fF
for all m. We conclude that R identifies with the ring of finite sums

∑
m cmχ

m, such that
cm 6= 0 implies m ∈ ∩F3mS ′F .
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Denote S = {∩ni=1Fi;n ≥ 1, Fi ∈ ∆ facets}. The facets of ∆ belong to S, and if
σ, τ ∈ S, then σ ∩ τ ∈ S. Note that S may not contain faces of its cones. For σ ∈ S,
denote Bσ = ∪σ)τ∈Sτ . We have

∪σ∈∆σ = ∪FF = tτ∈Sτ \Bτ.

If m ∈ ∪FF , then ∩F3mF is the unique element τ ∈ S such that m ∈ τ \ Bτ . If τ ∈ S
and m ∈ τ \Bτ , then {F ;F 3 m} = {F ;F ⊇ τ}. Therefore R is the toric face ring of the
monoidal complex M̃ = (M,∆, (S̃σ)σ∈∆), where

S̃σ =
⊔
τ∈S

σ ∩ (τ \Bτ) ∩
⋂
F⊇τ

S ′F = {m ∈ σ;m ∈ S ′F ∀F 3 m}.

Putting Lemmas 3.2.8 and 3.2.9 together, we obtain the S2-criterion forX = Spec k[M],
which generalizes Terai’s S2-criterion for Stanley-Reisner rings associated to simplicial
complexes [64].

Theorem 3.2.10. X is S2 if and only if the following properties hold:

1) ∆ is 1-connected, and

2) Sσ = {m ∈ σ;m ∈ S ′F ∀F 3 m} for every σ ∈ ∆, where S ′F is the S2-closure of the
semigroup SF .

Corollary 3.2.11. Suppose each irreducible component of X is S2. Then X is S2 if and
only if ∆ is 1-connected.

Corollary 3.2.12. Suppose X is seminormal, with lattice collection Λσ = Sσ − Sσ. Then
X is S2 if and only if the following properties hold:

1) ∆ is 1-connected.

2) Λσ = ∩σ⊂τ,codim(τ∈∆)=1Λτ for every σ ∈ ∆ of positive codimension.

So to give X = Spec k[M] which is seminormal and S2, it is equivalent to give the
lattice M , a 1-connected fan ∆ in M , sublattices of finite index ΛF ⊆M ∩ F −M ∩ F for
each facet F of ∆, and sublattices of finite index Λτ ⊆M∩τ−M∩τ for each cone τ of ∆ of
codimension one (subject to the condition Λτ ⊆ ΛF∩τ−ΛF∩τ if τ ≺ F ). Moreover, X/k is
weakly normal if and only if char(k) does not divide the incidence numbers dXτ⊂XF (τ ≺ F ).

Let π : X̄ → X be the normalization. Then X̄ = tF X̄F , where the direct sum is over
all facets of ∆, X̄F = Spec k[S̄F ] and S̄F = (SF − SF ) ∩ F . We compute the conductor
ideal I of π. The normalization induces an inclusion of k-algebras

k[∪σ∈∆Sσ]→
∏
F

k[S̄F ], f 7→ (f |X̄F )F .
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The ideal I consists of f ∈ O(X) such that f · O(X̄) ⊆ O(X). It is T -invariant, hence of
the form

I = ⊕m∈∪σSσ\Ak · χm

for a certain setA which it remains to identify. Now χm ∈ I if and only if χm·(fF , 0, . . . , 0) ∈
O(X) for every facet F and every fF ∈ O(XF ); if and only if, for every facet F ,

χm · (χa, 0, . . . , 0) = (χm|F · χa, 0, . . . , 0) ∈ O(X)

for every a ∈ S̄F ; if and only if m + a ∈ SF \ ∪F ′ 6=FF ∩ F ′, for all F 3 m and a ∈ S̄F .
Therefore

∪σSσ \ A = {m;m+ S̄F ⊂ SF \BF ∀F 3 m}.

If X is seminormal, the conductor subschemes C ⊂ X and C̄ ⊂ X̄ are reduced, de-
scribed as follows.

Lemma 3.2.13. Suppose X is seminormal. Let ∆′ be the subfan of cones σ ∈ ∆ which
either are contained in at least two facets of ∆, or are contained in a unique facet F of ∆
and Sσ − Sσ ( (S̄F )σ − (S̄F )σ. Then C = ∪σ∈∆′Xσ and C̄ = tF ∪σ∈∆′,σ≺F (X̄F )σ.

Proof. It suffices to show that the ideal I is radical, hence equal to the ideal of union
∪σ∈∆′Xσ ⊂ X. Indeed, let m + S̄F ⊂ SF \ BF for all F 3 m. Assuming m ∈ Sσ for some
σ ∈ ∆′, we derive a contradiction. We have two cases: suppose σ is contained in at least
two facets F 6= F ′. Then m ∈ BF , a contradiction. Suppose σ is contained in a unique
facet F . Then m + (S̄F )σ ⊂ (SF )σ = Sσ. Then Sσ − Sσ = (S̄F )σ − (S̄F )σ, that is σ /∈ ∆′.
Contradiction!

Conversely, let m ∈ ∪σ∈∆Sσ \ ∪σ∈∆′σ. Let m ∈ F be a facet. We must show m+ S̄F ⊂
SF \ BF . Indeed, let s̄ ∈ S̄F . Then m + s ∈ relintσ for a unique face σ ≺ F . It follows
that m, s̄ ∈ σ. If m+ s̄ ∈ BF , then m+ s̄ ∈ F ∩F ′ for some F ′ 6= F . Then m, s̄ ∈ F ∩F ′.
Then m ∈ F ∩ F ′ ∈ ∆′, a contradiction. Therefore m + s̄ /∈ BF . On the other hand,
σ /∈ ∆′, that is Sσ − Sσ = (S̄F )σ − (S̄F )σ. As in the irreducible case, the seminormality of
XF and its normalization implies m+ s̄ ∈ Sσ ∩ relintσ. Therefore m+ s̄ ∈ SF .

3.2.3 The core

Let X = Spec k[M] be seminormal and S2. Define the core of X to be X if X is normal,
and the intersection of the irreducible components of the non-normal locus C, if X is not
normal.

Proposition 3.2.14. The core of X is normal.

Proof. Let {F} and {τi} be the facets and codimension one faces of ∆, respectively. The
core of X is the invariant closed subvariety Xσ(∆), where

σ(∆) =
⋂
F

F ∩
⋂

Xτi⊂C

τi.
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Indeed, if X is normal, ∆ has a unique facet F and C = ∅, hence σ(∆) = F . If X is not
normal, each facet contains some irreducible component of C, hence σ(∆) = ∩Xτi⊂Cτi.

We claim that Sσ(∆) = ∩F (SF − SF ) ∩
⋂
Xτi⊂C

(Sτi − Sτi) ∩ σ(∆). Indeed, the inclusion

⊆ is clear. For the converse, let m be an element on the right hand side. Then m ∈ relint τ
for same τ ≺ σ(∆). Let τi be a codimension one face which contains τ . If Xτi ⊂ C, then
m ∈ Sτi − Sτi by assumption. If Xτi 6⊂ C, there exists a unique facet F which contains τi,
and Sτi−Sτi = (SF −SF )∩τi−(SF −SF )∩τi. By assumption, m belongs to the right hand
side. We conclude that m ∈ ∩τi�τSτi − Sτi . By Corollary 3.2.12, this means m ∈ Sτ − Sτ .
Then m belongs to (Sτ − Sτ ) ∩ relint τ , which is contained in Sτ since X is seminormal.
Therefore m ∈ Sτ , hence m ∈ Sσ(∆).

From the claim, Sσ(∆) is the trace on σ(∆) of some lattice. Therefore

Sσ(∆) − Sσ(∆) = ∩F (SF − SF ) ∩
⋂

Xτi⊂C

(Sτi − Sτi).

and Sσ(∆) = (Sσ(∆) − Sσ(∆)) ∩ σ(∆), that is Xσ(∆) is normal.

Corollary 3.2.15. Suppose the non-normal locus C of X is not empty. Then either C is
irreducible and normal, or C = ∪iCi is reducible and its non-normal locus is ∪i 6=jCi ∩ Cj.

Proof. Suppose C is irreducible. Then C is the core of X, hence normal by Proposi-
tion 3.2.14. Suppose C is reducible, with irreducible components Ci. If Ci 6= Cj, the
intersection Ci ∩ Cj is contained in the non-normal locus of C. Therefore the non-normal
locus of C contains ∪i 6=jCi ∩ Cj. On the other hand, Ci \ ∪j 6=iCj is normal (after localiza-
tion, we obtain C = Ci irreducible, hence normal by the above argument). Therefore the
non-normal locus of C is ∪i 6=jCi ∩ Cj.

3.3 Weakly normal log pairs

Let X/k be an algebraic variety, weakly normal and S2. Let π : X̄ → X be the normaliza-
tion. The ideal sheaf {f ∈ OX ; f · π∗OX̄ ⊆ OX} is also an ideal sheaf on X̄, and cuts out
the conductor subschemes C ⊂ X and C̄ ⊂ X̄. We obtain a cartesian diagram

X̄

π
��

C̄? _oo

π
��

X C? _oo

Each irreducible component of X has the same dimension, equal to d = dimX. Both
C ⊂ X and C̄ ⊂ X̄ are reduced subschemes, of pure codimension one, and C is the non-
normal locus of X. The morphism π : C̄ → C is finite, mapping irreducible components
onto irreducible components. Denote byQ(X) the k-algebra consisting of rational functions
which are regular on an open dense subset ofX. We have an isomorphism π∗ : Q(X)

∼→Q(X̄)
and a monomorphism π∗ : Q(C)→ Q(C̄). Let B be the closure in X of a Q-Cartier divisor
on the smooth locus of X, and B̄ the closure in X̄.
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Definition 3.3.1. For n ∈ Z, define a coherent OX-module ω
[n]
(X/k,B) as follows: for an

open subset U ⊆ X, let Γ(U, ω
[n]
(X/k,B)) be the set of rational n-differential forms ω ∈

(∧dΩ1
Q(X)/k)

⊗n satisfying the following properties

a) (π∗ω) + n(C̄ + B̄) ≥ 0 on π−1(U).

b) If P is an irreducible component of C ∩ U , there exists a rational n-differential form
η ∈ (∧d−1Ω1

Q(P )/k)
⊗n such that ResQ π

∗ω = π∗η for every irreducible component Q of

C̄ lying over P .

We have natural multiplication maps ω
[m]
(X/k,B) ⊗OX ω

[n]
(X/k,B) → ω

[m+n]
(X/k,B) (m,n ∈ Z). By

seminormality, ω
[0]
(X/k,B) = OX .

Lemma 3.3.2. Suppose rB has integer coefficients in a neighborhood of a codimension one
point P ∈ X. Then in a neighborhood of P , ω

[r]
(X/k,B) is invertible and (ω

[r]
(X/k,B))

⊗n ∼→ω[rn]
(X/k,B)

for all n ∈ Z.

Proof. Suppose X/k is smooth at P . Let t be a local parameter at P and ω0 a local
generator of (∧dΩ1

X/k)P , and b = multP (B). If n ∈ Z, then t−bnbcω⊗n is a local generator

of ω
[n]
(X/k,B). The claim follows.

Suppose X is singular at P . Let (Qj)j be the finitely many prime divisors of X̄ lying
over P . We may localize at P and suppose C = P , B = 0, and C̄ =

∑
j Qj. For every

j, we have finite surjective maps π|Qj : Qj → P . By weak approximation [68, Chapter
10, Theorem 18], there exists an invertible rational function t1 ∈ Q(X̄) which induces
a local parameter at Qj, for every j. Let f2, . . . , fd be a separating transcendence basis
of k(C)/k. For every 2 ≤ i ≤ d, there exists ti ∈ Q(X̄), regular at each Qj, such that
ti|Qj = (π|Qj)∗(fi) for every j. Set

ω =
dt1
t1
∧ dt2 ∧ · · · ∧ dtd ∈ ∧dΩ1

Q(X̄)/k.

Since t1ω is regular, we have (ω) + C̄ ≥ 0. On the other hand,

ResQj ω = (π|Qj)∗(df2 ∧ · · · ∧ dfd).

The right hand side is non-zero, hence (ω) + C̄ = 0. Property b) is also satisfied, so

ω belongs to ω
[1]
(X/k,B). We claim that ω⊗n is a local generator of ω

[n]
(X/k,B) at P , for all

n ∈ Z. Indeed, let ω′ be a local section of ω
[n]
(X/k,B) at P . There exists a regular function

f on X̄ such that π∗ω′ = f · ω⊗n. By assumption, there exists a rational n-differential
η ∈ (∧d−1Ω1

Q(P )/k)
⊗n such that ResQj π

∗ω′ = (π|Qj)∗(η) for every irreducible component

Qj. Let η = h·(df2∧· · ·∧dfd)⊗n. We obtain f |Qj = (π|Qj)∗(h) for all Qj. By seminormality,
this means that f ∈ OX,P .
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Corollary 3.3.3. Let r ≥ 1 such that rB has integer coefficients. There exists an open sub-
set U ⊆ X such that codim(X\U,X) ≥ 2, ω

[r]
(X/k,B)|U is invertible and (ω

[r]
(X/k,B)|U)⊗n

∼→ω[rn]
(X/k,B)|U

for all n ∈ Z.

Lemma 3.3.4. Let U ⊆ X be an open subset and ω ∈ (∧dΩ1
k(X)/k)

⊗n \ 0. Then 1 7→ ω in-

duces an isomorphism OU
∼→ω[n]

(X/k,B)|U if and only if (π∗ω)+bn(C̄+B̄)c = 0 on Ū = π−1(U)

and ResC̄∩Ū(π∗ω) ∈ (∧d−1Ω1
Q(C̄∩Ū)/k

)⊗n belongs to the image of π∗ : (∧d−1Ω1
Q(C∩U)/k)

⊗n →
(∧d−1Ω1

Q(C̄∩Ū)/k
)⊗n.

Proof. The homomorphism is well defined if and only if (π∗ω) + bn(C̄ + B̄)c ≥ 0 on Ū =
π−1(U) and ResC̄∩Ū(π∗ω) = π∗η for η ∈ (∧d−1Ω1

Q(C∩U)/k)
⊗n. Suppose the homomorphism

is an isomorphism. It follows that (π∗ω) + bn(C̄ + B̄)c = 0 on Ū , since in the proof of
Lemma 3.3.2 we constructed local generators with this property near each codimension
one point of X. It follows that η is non-zero on each irreducible component of C ∩ U .

Conversely, let V ⊆ U be an open subset and ω′ ∈ Γ(V, ω
[n]
(X/k,B)). Then ω′ = fω, with

f ∈ Γ(π−1(V ),OX̄). By definition, ResC̄(ω′) = π∗η′. Since η is non-zero on each irreducible
component of C, h = η′/η is a well defined rational function on C∩V . Comparing residues,
we obtain that for every irreducible component P of V ∩C, for every prime divisor Q lying
over P , we have f |Q = π∗h. Since X is seminormal and S2, this means that f ∈ Γ(V,OX).

Therefore ω generates ω
[n]
(X/k,B) on U .

Corollary 3.3.5. Suppose rB has integer coefficients and ω
[r]
(X/k,B) is an invertible OX-

module. Then:

a) ω
[r]
(X/k,B) ⊗OX ω

[n]
(X/k,B) → ω

[r+n]
(X/k,B) is an isomorphism, for every n ∈ Z. In particular,

the graded OX-algebra ⊕n∈Nω[n]
(X/k,B) is finitely generated, and (ω

[r]
(X/k,B))

⊗n ∼→ω[rn]
(X/k,B)

for every n ∈ Z.

b) π∗ω
[r]
(X/k,B) = ω

[r]

(X̄/k,C̄+B̄)
.

Proof. a) Similar to normal case, using moreover the fact that residues commute with
multiplication of pluri-differential forms.

b) It follows from Lemma 3.3.4.

We may restate property b) as saying that the normalization (X̄/k, C̄+B̄)→ (X/k,B)
is log crepant. Note that X̄ is normal, but possibly disconnected.

Definition 3.3.6. A weakly normal log pair (X/k,B) consists of an algebraic variety X/k,
weakly normal and S2, the (formal) closure B of a Q-Weil divisor on the smooth locus of
X/k, subject to the following property: there exists an integer r ≥ 1 such that rB has

integer coefficients and the OX-module ω
[r]
(X/k,B) is invertible.

If B is effective, we call (X/k,B) a weakly normal log variety.

If X is normal, these notions coincide with log pairs and log varieties.
Let D be a Q-Cartier divisor on X supported by primes at which X/k is smooth. If

(X,B) is a weakly normal log pair, so is (X,B +D).



3.3. WEAKLY NORMAL LOG PAIRS 75

3.3.1 Weakly log canonical singularities, lc centers

Suppose char(k) = 0, or log resolutions exist (e.g. in the toric case). Note that any
desingularization of X factors through the normalization of X. A log resolution µ : X ′ →
(X,B) is a composition µ = π ◦ µ̄, where µ̄ : X ′ → (X̄/k, C̄ + B̄) is a log resolution.

We say that (X/k,B) has weakly log canonical (wlc) singularities if (X̄/k, C̄ + B̄) has
log canonical singularities. The image (X/k,B)−∞ = π((X̄/k, C̄ + B̄)−∞) is called the
non-wlc locus of (X/k,B). It is the complement of the largest open subset of X where
(X/k,B) has weakly log canonical singularities. An lc center of (X/k,B) is defined as
the π-image of an lc center of (X̄/k, C̄ + B̄), which is not contained in (X/k,B)−∞. For
example, the irreducible components of X are lc centers. From the normal case, it follows
that (X/k,B) has only finitely many lc centers.

Remark 3.3.7. If (X̄/k, C̄ + B̄)−∞ = π−1((X/k,B)−∞), then π maps lc centers onto lc
centers.

3.3.2 Residues in codimension one lc centers, different

Let (X/k,B) be a weakly normal log pair. Suppose X is not normal. Let C be the
non-normal locus of X, and j : Cn → C the normalization. We obtain a commutative
diagram

X̄

π
��

C̄? _oo

π
��

C̄nioo

g

��
X C? _oo Cnjoo

Pick l ∈ Z such that lB has integer coefficients and ω
[l]
(X/k,B) is invertible. We will naturally

define a structure of log pair (Cn/k,BCn) and isomorphisms

Res[l] : ω
[l]
(X/k,B)|Cn

∼→ω[l]
(Cn/k,BCn ).

Indeed, suppose moreover that OX
∼→ω[l]

(X/k,B). Let ω be the corresponding global generator.

We have (π∗ω) + l(C̄ + B̄) = 0, and Res
[l]

C̄n
π∗ω = g∗η for some η ∈ (∧d−1Ω1

Q(C)/k)
⊗l. It

follows that η is non-zero on each component of C.
Note that η = η(ω) is uniquely determined by ω. If ω′ is another global generator, it

follows that ω′ = fω for a global unit f ∈ Γ(X,O×X). Therefore η(ω′) = (f |C) · η(ω) and
f |C is a global unit on C. Therefore the Q-Weil divisor on Cn

BCn = −1

l
(η)

does not depend on the choice of a generator ω. It follows that the definition of BCn makes
sense globally if ω

[l]
(X/k,B) is just locally free, since we can patch local trivializations. The

definition does not depend on the choice of l either.
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Denote by i′ : C̄n → X̄ and j′ : Cn → X the induced morphisms. Let BC̄n be the
different of (X̄, C̄ + B̄) on (each connected component of) C̄n. We have isomorphisms

π∗ω
[l]
(X/k,B)

∼→ω[l]

(X̄/k,C̄+B̄)
,Res[l] : i′

∗
ω

[l]

(X̄/k,C̄+B̄)

∼→ω[l]

(C̄n/k,BC̄n )
, g∗ω

[l]
(Cn/k,BCn )

∼→ω[l]

(C̄n/k,BC̄n )
.

In particular, we obtain an isomorphism j′∗ω
[l]
(X/k,B)

∼→ω[l]
(Cn/k,BCn ). We may say that in the

following commutative diagram, all maps are log crepant:

(X̄, C̄ + B̄)

π

��

(C̄n, BC̄n)i′oo

g

��
(X,B) (Cn, BCn)

j′oo

Lemma 3.3.8 (Inversion of adjunction). Suppose char(k) = 0 and B ≥ 0. Then (X,B)
has wlc singularities near C if and only if (Cn, BCn) has lc singularities.

Proof. We have C̄ = π−1(C). Therefore (X,B) has wlc singularities near C if and only
if (X̄, C̄ + B̄) has lc singularities near C̄. By [36], this holds if and only if (C̄n, BC̄n) has
lc singularities. Since g is a finite log crepant morphism, the latter holds if and only if
(Cn, BCn) has lc singularities.

If B is effective, then BCn is effective.
Let E be an lc center of (X/k,B) of codimension one. Let En → E be the normaliza-

tion. Then there exists a log pair structure (En, BEn) on the normalization of E, together

with residue isomorphisms Res
[r]
E : ω

[r]
(X/k,B)|En

∼→ω[r]
(En,BEn ), for every r ∈ Z such that rB has

integer coefficients and ω
[r]
(X/k,B) is invertible. Indeed, if X is normal at E, we have the

usual codimension one residue. Else, E is an irreducible component of C and En is an
irreducible component of Cn, and the residue isomorphism and different was constructed
above.

3.3.3 Semi-log canonical singularities

Suppose char(k) = 0. We show that semi-log canonical pairs are exactly the weakly
normal log varieties which have wlc singularities and are Gorenstein in codimension one.
Recall [44, Definition-Lemma 5.10] that a semi-log canonical pair (X/k,B) consists of an
algebraic variety X/k which is S2 and has at most nodal singularities in codimension one,
and an effective Q-Weil divisor B on X, supported by nonsingular codimension one points
of X, such that the following properties hold:

1) There exists r ≥ 1 such that rB has integer coefficients and theOX-module ω
[r]
X (rB) is

invertible. This sheaf is constructed as follows: there exists an open subset w : U ⊆ X
such that codim(X \ U ⊂ X) ≥ 2, U has Gorenstein singularities and rB|U is

Cartier. Let ωU be a dualizing sheaf on U , which is invertible. Then ω
[r]
X (rB) =

w∗(ω
⊗r
U ⊗OU(rB|U)).
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If we consider the normalization of X and the conductor subschemes

X̄

π
��

C̄? _oo

π
��

X C? _oo

we obtain π∗ω
[r]
X (rB)

∼→ω[r]

X̄
(rC̄ + rB̄), where B̄ = π∗B is the pullback as a Q-Weil

divisor.

2) (X̄, C̄ + B̄) is a log variety (possibly disconnected) with at most log canonical singu-
larities.

On the normal variety X̄, we have ω
[r]

X̄
(rC̄ + rB̄) = ω

[r]

(X̄/k,C̄+B̄)
. The normalizations of

C̄ and C induce a commutative diagram

X̄

π
��

C̄? _oo

��

C̄noo

g

��
X C? _oo Cnoo

The assumption that the non-normal codimension one singularities of X are nodal means
that g is 2 : 1. Equivalently, g is the quotient of C̄n by an involution τ : C̄n → C̄n. If we
further assume 2 | r, we obtain by [44, Proposition 5.8] that ω

[r]
X (rB) consists of the section

ω of ω
[r]

X̄
(rC̄ + rB̄) whose residue ω′ on C̄n is τ -invariant, which is equivalent to ω′ being

pulled back from Cn. We obtain

ω
[r]
X (rB) = ω

[r]
(X/k,B) (2 | r).

Since nodal singularities are weakly normal and Gorenstein, we conclude that (X/k,B) is
a weakly normal log variety with wlc singularities, which is Gorenstein in codimension one.
Moreover, ω

[r]
X (rB) = ω

[r]
(X/k,B) if 2 | r.

Conversely, let (X/k,B) be a weakly normal log variety with wlc singularities, which
is Gorenstein in codimension one. Among weakly normal points of codimension one, only
smooth and nodal ones are Gorenstein. It follows that (X/k,B) is a semi-log canonical

pair, and ω
[n]
X (nB) = ω

[n]
(X/k,B) for every n ∈ 2Z.

Note that for a weakly normal log variety with wlc singularities (X/k,B), the following
are equivalent:

• (X/k,B) is a semi-log canonical pair.

• X is Gorenstein in codimension one.

• If X is not normal, the induced morphism g : C̄n → Cn is 2 : 1.
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3.4 Toric weakly normal log pairs

3.4.1 Irreducible case

Let X = Spec k[S] be weakly normal and S2. It is an equivariant embedding of the torus
T = Spec k[M ], where M = S−S (see [7, Section 2]). Let π : X̄ → X be the normalization,
with induced conductor subschemes π : C̄ → C. Let {τi}i be the codimension one faces
of σS. Then Ei = Spec k[Sτi ] are the invariant codimension one subvarieties of X, and
Ēi = Spec k[M ∩ τi] are the invariant codimension one subvarieties of X̄. Each Ēi is
normal, and the following diagram is cartesian:

X̄

π

��

Ēi?
_oo

πi
��

X Ei?
_oo

Each morphism πi : Ēi → Ei is finite surjective of degree di, the incidence number of
Ei ⊂ X.

Let Xσ(∆) be the core of X. We have σ = σS if X is normal, and σ(∆) = ∩di>1τi
otherwise. Denote ΣX̄ = X̄ \ T =

∑
i Ēi.

Let B =
∑

i biEi be a Q-Weil divisor on X supported by prime divisors in which X/k
is smooth. Note that X/k is smooth at Ei if and only if Ei 6⊂ C, if and only if di = 1.

Lemma 3.4.1. Let n ∈ Z. The following properties are equivalent:

a) ω
[n]
(X/k,B) is invertible at some point x, which belongs to the closed orbit of X.

b) OX ' ω
[n]
(X/k,B).

c) There exists m ∈ Sσ(∆) − Sσ(∆) such that (χm) + bn(−ΣX̄ + C̄ + B̄)c = 0 on X̄.

Proof. a) =⇒ c) The torus T acts on ω
[n]
(X/k,B), hence on Γ(X,ω

[n]
(X/k,B)). By the com-

plete reducibility theorem, the space of global sections decomposes into one-dimensional
invariant subspaces. Therefore the space of global sections is generated by semi-invariant
pluri-differential forms. Since X is affine, ω

[n]
(X/k,B) is generated by its global sections.

Suppose ω
[n]
(X/k,B) is invertible at x. Then there exists a semi-invariant global section

ω ∈ Γ(X,ω
[n]
(X/k,B)) which induces a local trivialization near x.

Let x̄ be a point of X̄ lying over x. Then π∗ω is a local trivialization for ω
[n]

(X̄/k,C̄+B̄)
near

the point x̄, which belongs to the closed orbit of X̄. By Lemma 3.1.4, there exists m ∈M
such that (χm) + bn(−ΣX̄ + C̄ + B̄)c = 0 on X̄. Then χmω⊗nM becomes a nowhere zero

global section of ω
[n]

(X̄/k,C̄+B̄)
, where ωM is the volume form on T induced by an orientation

of M .
Now π∗ω = f · χmω⊗nB , for some f ∈ Γ(X̄,OX̄) which is a unit at x̄. Since ω is semi-

invariant, so is f . Therefore f = cχu for some c ∈ k× and u ∈ M . Since f is a unit at x̄,
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it is a global unit, that is u ∈ S̄ ∩ (−S̄). Replacing ω by ω/c and m by m + u, we may
suppose

π∗ω = χmω⊗nM .

Let Ei ⊆ C be an irreducible component. The identity (χm) + bn(−ΣX̄ + C̄ + B̄)c = 0 at
Ēi is equivalent to m ∈M ∩ τi −M ∩ τi. We compute χm|Ēi = χm and

Res
[n]

Ēi
π∗ω = χm · (ResĒi ωM)⊗n.

Let ωi be a volume form on the torus inside Ei induced by an orientation of Sτi−Sτi , let ω̄i
be a volume form on the torus inside Ēi induced by an orientation of M ∩τi−M ∩τi. Then
π∗ωi = (±di) · ω̄i and ResĒi ωM = (±1) · ω̄i. Since X/k is weakly normal, char(k) - di. Thus
ResĒi ωM = π∗i ((εidi)

−1ωi) for some εi = ±1. Therefore ResĒi π
∗ω is pulled back from the

generic point of Ei if and only if so is χm ∈ k(Ēi), which is equivalent to m ∈ Sτi − Sτi . In
particular, m belongs to M ∩∩di>1(Sτi−Sτi), which is Sσ(∆)−Sσ(∆) by Proposition 3.2.14.

c) =⇒ b) χmω⊗nM becomes a nowhere zero global section ω ∈ Γ(X,ω
[n]
(X/k,B)), with

Res
[n]

Ēi
π∗ω = π∗i ((εidi)

−nχmω⊗ni ).

b) =⇒ a) is clear.

Proposition 3.4.2. (X/k,B) is a weakly normal log pair if and only if (X̄/k, C̄ + B̄) is
a log pair. Moreover:

• B is effective if and only if C̄ + B̄ is effective.

• (X/k,B) has wlc singularities if and only if (X̄/k, C̄+ B̄) has lc singularities, if and
only if the coefficients of B are at most 1.

• (X/k,B) has slc singularities if and only if di | 2 for all i.

Proof. Denote d = lcmi di. Pick r ≥ 1 such that rB has integer coefficients. If ω
[r]
(X/k,B) is

invertible, so is π∗ω
[r]
(X/k,B) = ω

[r]

(X̄/k,C̄+B̄)
. Conversely, the sheaf ω

[r]

(X̄/k,C̄+B̄)
is invertible if

and only if there exists m ∈M such that (χm) + r(−ΣX̄ + C̄ + B̄) = 0 on X̄. Let Ei ⊂ C̄.

Since m ∈ S̄τi − S̄τi , dm ∈ Sτi − Sτi . Since (χdm) + dr(−ΣX̄ + C̄ + B̄) = 0 on X̄, ω
[dr]
(X/k,B)

is invertible by Lemma 3.4.1.
Note that ψ = 1

r
m ∈ (Sσ(∆)−Sσ(∆))Q is a log discrepancy function of the toric log pair

(X̄/k, C̄+ B̄). We deduce that (X/k,B) has wlc singularities if and only if (X̄, C̄+ B̄) has
lc singularities, if and only if the coefficients of B are at most 1, if and only if ψ ∈ σS.

A log discrepancy function ψ is unique modulo the vector space σS ∩ (−σS), the largest
vector space contained in σS, or equivalently, the smallest face of σS. We actually have
ψ ∈ σ(∆).

Lemma 3.4.3. Suppose (X/k,B) is a weakly normal log pair, with log discrepancy function
ψ.
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1) (X/k,B)−∞ = ∪bi>1Ei and (X̄/k, C̄ + B̄)−∞ = ∪bi>1Ēi = π−1((X,B)−∞).

2) The lc centers of (X/k,B) are Xσ, where ψ ∈ σ ≺ σS and σ 6⊂ τi if bi > 1.

3) The correspondence Z 7→ π−1(Z) is one to one between lc centers of (X/k,B) and lc
centers of (X̄/k, C̄ + B̄).

Suppose (X/k,B) is wlc, with log discrepancy function ψ ∈ σS. The lc centers of
(X/k,B) are Xσ, where ψ ∈ σ ≺ σS. For σ = σS, we obtain the lc center X, for σ 6= σS we
obtain lc centers defined by toric valuations. Any union of lc centers is weakly normal. The
intersection of two lc centers is again an lc center. With respect to inclusion, there exists a
unique minimal lc center, namely Xσ(ψ) for σ(ψ) = ∩ψ∈σ≺σSσ (the unique face of σS which
contains ψ in its relative interior). Note that X is the unique lc center of (X/k,B) if and
only if X is normal and the coefficients of B are strictly less than 1.

Lemma 3.4.4. Suppose (X/k,B) is wlc. Then the minimal lc center of (X/k,B) is
normal.

Proof. Let Xσ(∆) be the core of X. It is an intersection of lc centers of (X/k,B), hence an
lc center itself. Equivalently, σ(ψ) ≺ σ(∆) and the minimal lc center Xσ(ψ) is an invariant
closed subvariety of Xσ(∆)

By Proposition 3.2.14, the core is normal. Then so is each invariant closed irreducible
subvariety of the core. Therefore Xσ(ψ) is normal.

Example 3.4.5. Let X/k be an irreducible affine toric variety, weakly normal and S2. Let

Σ be the sum of codimension one subvarieties at which X/k is smooth. Then OX
∼→ω[1]

(X/k,Σ)

and (X/k,Σ) is a weakly normal log variety with wlc singularities.
Indeed, let ω be the volume form on T = Spec k[M ] induced by an orientation of M .

Then (ω) + ΣX̄ = 0 on X̄. Its residues descend by weak normality (cf. the proof of

Lemma 3.4.1), so ω becomes a nowhere zero global section of ω
[1]
(X/k,Σ). Since C̄ + Σ̄ = ΣX̄

and (X̄,ΣX̄) has lc singularities, the claim holds.

The lc centers of (X/k,B) of codimension one are the invariant primes Ei such that
either multEi B = 1, or Ei is an irreducible component of C. The normalization of Ei is
En
i = Spec k[(Sτi − Sτi) ∩ τi], the different BEni

is induced by the log discrepancy function
ψ of (X/k,B), and the residue of χrψω⊗r is (εidi)

−1χrψω⊗rBi .

3.4.2 Reducible case

Let X = Spec k[M] be weakly normal and S2. Let {F} and {τi} be the facets and
codimension one faces of ∆, respectively. The normalization π : X̄ → X is tF X̄F →
∪FXF , where X̄F = Spec k[S̄F ] and S̄F = (SF − SF ) ∩ F . The invariant codimension one
subvarieties of X are Ei = Spec k[Sτi ] (either irreducible components of C, or invariant
prime divisors at which X/k is smooth). Note that π−1(Ei) = tF (X̄F )τi∩F may have
components of different dimension. The primes of X̄ over Ei are Ēi,F = (X̄F )τi , one for
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each facet F containing τi. For F � τi, Ēi,F = Spec k[S̄F∩τi] (note S̄F∩τi = (SF−SF )∩τi),
and the morphism πi,F : Ēi,F → Ei is finite of degree dτi≺F , equal to the incidence number
of Ei ⊂ XF . Since X/k is weakly normal, char(k) - dτi≺F , that is dτi≺F is invertible in k×.
Let Xσ(∆) be the core of X.

Lemma 3.4.6. Let ωF be a volume form on the torus inside XF , induced by an orientation
of the lattice SF − SF . Let ωi be a volume form on the torus inside Ei, induced by an
orientation of the lattice Sτi − Sτi. For τi ≺ F , there exists ετi≺F = ±1 such that π∗i,Fωi =
ετi≺Fdτi≺F · ResĒi,F ωF .

Let n ∈ Z. The following properties are equivalent:

a) There exist cF , ci ∈ k× such that Res
[n]

Ēi,F
(cFω

⊗n
F ) = π∗i,F (ciω

⊗n
i ) for every τi ≺ F .

b) For every cycle F0, F1, . . . , Fl, Fl+1 = F0 of facets of ∆ such that Fi∩Fi+1 (0 ≤ i < l)
has codimension one, the following identity holds in k×:

(
l∏

i=0

εFi∩Fi+1≺Fi+1
dFi∩Fi+1≺Fi+1

εFi∩Fi+1≺FidFi∩Fi+1≺Fi
)n = 1.

Proof. Denote ei,F = (ετi≺Fdτi≺F )n. Property a) is equivalent to cF = ci · ei,F for every
τi ≺ F .

a) =⇒ b) Suppose a) holds. If (F, F ′) is a pair of facets which intersect in a codimenson
one face, then cF determines cF ′ , by the formula

cF ′ = cF ·
eF∩F ′≺F ′

eF∩F ′≺F
.

Let F0, F1, . . . , Fl, Fl+1 = F0 be a cycle such that Fi ∩ Fi+1 (0 ≤ i < l) has codimension
one. Multiplying the above formulas for each pair (Fi, Fi+1) (0 ≤ i < l), and factoring out
the nonzero constants cFi , we obtain

l∏
i=0

eFi∩Fi+1≺Fi+1

eFi∩Fi+1≺Fi
= 1.

b) =⇒ a) Fix a facet F0, set cF0 = 1. Since ∆ is 1-connected, each facet F is the end
of a chain of facets F0, F1, . . . , Fl = F such that Fi ∩ Fi+1 has codimension one for every
0 ≤ i < l. Define

cF =
∏

0≤i<l

eFi∩Fi+1≺Fi+1

eFi∩Fi+1≺Fi
∈ k×.

The definition is independent of the choice of the chain reaching F , by the cycle condition
b) applied to the concatenation of two chains. For each τi, choose a facet F containing it,
and define

ci =
cF
ei,F

.
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The definition is independent of the choice of F . Indeed, if F, F ′ are two facets which
contain τi, then τi = F ∩ F ′. Forming a cycle with a chain from F0 to F , followed by F ′,
and by the reverse of a chain from F0 to F ′, we obtain from b) that

cF
ei,F

=
cF ′

ei,F ′
.

Property a) holds by construction.

We say that X/k is n-orientable if the equivalent properties of Lemma 3.4.6 hold. If n
is even, this property is independent on the choice of orientations, and becomes

(
l∏

i=0

dFi∩Fi+1≺Fi+1

dFi∩Fi+1≺Fi
)n = 1 ∈ k×.

We say that X/k is Q-orientable if it is n-orientable for some n ≥ 1.

Lemma 3.4.7. Suppose dτi≺F does not depend on F . Then X/k is n-orientable, for every
n ∈ 2Z. In particular, X is Q-orientable.

Proof. Since
dFi∩Fi+1≺Fi+1

dFi∩Fi+1≺Fi
= 1 in this case.

Example 3.4.8. Some examples where the incidence numbers dτi≺F do not depend on F
are:

1) X is irreducible.

2) X has normal irreducible components (equivalent to Xσ normal for every σ ∈ ∆).
Then dτi≺F = 1 for all τi ≺ F .

3) X is nodal in codimension one. Equivalently, for each codimension one face τi ∈ ∆,
either τi is contained in a unique facet F and dτi≺F | 2, or τi is contained in exactly
two facets F, F ′ and dτi≺F = dτi≺F ′ = 1.

Let B =
∑

i biEi be a Q-Weil divisor supported by invariant codimension one subva-
rieties of X at which X/k is smooth. Note that X/k is smooth at Ei if and only if Ei is
contained in a unique irreducible component XF of X, and dEi⊂XF = 1.

Lemma 3.4.9. Let n ∈ Z. The following properties are equivalent:

a) ω
[n]
(X/k,B) is invertible at some point x, which belongs to the closed orbit of X.

b) OX ' ω
[n]
(X/k,B).

c) X is n-orientable and there exists m ∈ Sσ(∆)−Sσ(∆) such that (χm) + bn(−ΣX̄ + C̄+
B̄)c = 0 on X̄F for every F .
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Proof. We use the definitions and notations of Lemma 3.4.6.
a) =⇒ c) As in the proof of Lemma 3.4.1, there exists a semi-invariant form ω ∈

Γ(X,ω
[n]
(X/k,B)) which induces a local trivialization at x. Let F be a facet of ∆. Let x̄F ∈ X̄F

be a point lying over x. Then π∗ω|X̄F ∈ Γ(X̄F , ω
[n]

(X̄/k,C̄+B̄)
) induces a local trivialization at

x̄F , which belongs to the closed orbit of X̄F . By Lemma 3.4.1, there exists mF ∈ SF − SF
such that (χmF ) + bn(−ΣX̄ + C̄ + B̄)c = 0 on X̄F , so that χmFω⊗nF ∈ Γ(X̄F , ω

[n]

(X̄/k,C̄+B̄)
) is

a nowhere zero section. Since ω is T -semi-invariant, we obtain π∗ω|X̄F = cF · χuFχmFω⊗nF ,
where cF ∈ k× and χuF is a global unit on X̄F . Replacing mF by uF +mF , we obtain

π∗ω|X̄F = cF · χmFω⊗nF .

By assumption, there exists ηi ∈ ω⊗nk(Ei)/k
such that for every Ei ⊂ C, and every inclusion

Ei ⊂ XF , we have
Res

[n]

Ēi,F
π∗ω = π∗i,Fηi.

We have ηi = fiω
⊗n
i for some fi ∈ k(Ei)

×. The residue formula becomes

cFχ
mF = (ετi≺Fdτi≺F )nπ∗i,Ffi.

Then fi is a unit on the torus inside Ei, hence fi = ciχ
mi for some ci ∈ k× andmi ∈ Sτi−Sτi .

We obtain
cFχ

mF = ci(ετi≺Fdτi≺F )nχmi .

That is cF = (ετi≺Fdτi≺F )n and mF = mi. Since ∆ is 1-connected, the latter means that
mF = mi = m for all F and i, for some m ∈ Sσ(∆) − Sσ(∆). The former means that X is
n-orientable.

c) =⇒ b) By Lemma 3.4.6, there exist cF , ci ∈ k× with Res
[n]

Ēi,F
(cFω

⊗n
F ) = π∗i,F (ciω

⊗n
i )

if τi ≺ F . The pluridifferential forms {cFχmω⊗nF }F on the normalization of X glue to a

nowhere zero global section ω of ω
[n]
(X/k,B). Moreover, Res

[n]

Ēi,F
π∗ω = π∗i,F (ciω

⊗n
i ).

b) =⇒ a) is clear.

Proposition 3.4.10. (X/k,B) is a weakly normal log pair if and only if X is Q-orientable,
and the components of the normalization (X̄/k, C̄ + B̄) are toric normal log pairs with the
same log discrepancy function ψ. Moreover,

• B is effective if and only if C̄ + B̄ is effective.

• (X/k,B) has wlc singularities if and only if (X̄/k, C̄+ B̄) has lc singularities, if and
only if the coefficients of B are at most 1, if and only if ψ ∈ σ(∆).

Proof. Suppose (X/k,B) is a weakly normal log pair. There exists an even integer r ≥
1 such that rB has integer coefficients and ω

[r]
(X/k,B) is invertible. Then π∗ω

[r]
(X/k,B) =

ω
[r]

(X̄/k,C̄+B̄)
is invertible, hence each irreducible component of (X̄/k, C̄ + B̄) is a toric

log pair. By Lemma 3.4.9, X is r-orientable and there exists m ∈ Sσ(∆) − Sσ(∆) such
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that (χm) + br(−ΣX̄ + C̄ + B̄)|X̄F c = 0 for every facet F of ∆. Therefore ψ = 1
r
m ∈

(Sσ(∆) − Sσ(∆))Q is a log discrepancy function for (X̄/k, C̄ + B̄)|X̄F , for each facet F . We
call ψ a log discrepancy function of (X/k,B).

Conversely, suppose that X is Q-orientable, and that the irreducible (connected) com-
ponents of the normalization (X̄/k, C̄ + B̄) are toric normal log pairs with the same log
discrepancy function ψ ∈ ∩F (SF −SF )Q. We have (χψ) + (−ΣX̄ + C̄+ B̄)|X̄F = 0 for every
facet F of ∆. Choose an even integer r ≥ 1 such that rψ ∈ ∩F (SF − SF ). Let τi be a
codimension one face of ∆. Choose F � τi. The Q-divisor (χψ) + (−ΣX̄ + C̄ + B̄)|X̄F is
zero at Ēi,F , that is rψ ∈ (S̄F )τi − (S̄F )τi . Therefore dτi≺F rψ ∈ Sτi − Sτi .

Let d be a positive integer such that X is d-orientable, and dτi≺F | d for all τi ≺ F .
Then X is dr-orientable and m = drψ satisfies the properties of Lemma 3.4.9.c), hence

ω
[dr]
(X/k,B) is invertible.

Suppose (X/k,B) is a weakly normal log pair. It has wlc singularities if and only if
each irreducible component of (X̄/k, C̄ + B̄) has lc singularities. This holds if and only if
the coefficients of B are at most 1, or equivalently, ψ ∈ F for every facet F .

Corollary 3.4.11. (X/k,B) has slc singularities if and only X has at most nodal singu-
larities in codimension one, and the components of the normalization (X̄/k, C̄ + B̄) are
toric normal log pairs with lc singularities having the same log discrepancy function.

Proof. See Example 3.4.8.3) for the combinatorial criterion for X to be at most nodal in
codimension one. In particular, X is 2-orientable. We may apply Proposition 3.4.10.

Lemma 3.4.12. Suppose (X/k,B) is a weakly normal log pair, with log discrepancy func-
tion ψ.

1) (X/k,B)−∞ = ∪bi>1Ei and (X̄/k, C̄ + B̄)−∞ = tF ∪Ei⊂F,bi>1 Ēi,F = π−1((X,B)−∞).
In particular, π maps lc centers onto lc centers.

2) The lc centers of (X/k,B) are Xσ, where ψ ∈ σ ∈ ∆ and σ 6⊂ τi if bi > 1.

3) Suppose (X/k,B) is wlc. Let Z = Xσ be an lc center of (X/k,B). Then π−1(Z) is
a disjoint union of lc centers, one for each irreducible component of X̄:

π−1(Z) = tF (X̄F )F∩σ.

Some components of π−1(Z) may not dominate Z.

Proof. 1) We have (X̄/k, C̄+B̄)−∞ = tF∪Ei⊂F,bi>1Ēi,F . Its image (X/k,B)−∞ on X equals
∪bi>1Ei. The inclusion (X̄/k, C̄+ B̄)−∞ ⊆ π−1((X,B)−∞) is clear, while the converse may
be restated as follows: if (X̄, C̄ + B̄) is lc at a closed point x̄, then (X,B) is wlc at π(x̄).
To prove this, we may localize and suppose π(x̄) belongs to the closed orbit of X. If F is
the facet such that x̄ ∈ X̄F , it follows that x̄ belongs to the closed orbit of X̄F . We know
that the toric log pair (X̄/k, C̄ + B̄)|X̄F has lc singularities at x̄, a point belonging to its
closed orbit. Then (X̄/k, C̄ + B̄)|X̄F has lc singularities. That is ψ ∈ F .
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Let F ′ be a facet of ∆. Since ∆ is 1-connected, there exists a chain of facets F =
F0, F1, . . . , Fl = F ′ such that Fi ∩ Fi+1 (0 ≤ i < l) has codimension one. We know ψ ∈ F0.
The codimension one face τ = F0∩F1 defines an irreducible component Xτ of C. Therefore
(X̄F0)τ appears as an irreducible component of C̄. It is an lc center of (X̄/k, C̄ + B̄)|X̄F0

,
that is ψ ∈ τ . Therefore ψ ∈ F1. Repeating this argument along the chain, we obtain
ψ ∈ F ′.

We conclude that ψ ∈ F for every facet F , that is (X̄/k, C̄ + B̄) has lc singularities.
Therefore (X/k,B) has wlc singularities.

2) This follows from 1) and the description of the lc centers on the normalization.
3) This is clear.

Suppose (X/k,B) has wlc singularities. The lc centers of (X/k,B) are Xσ, where
ψ ∈ σ ∈ ∆. Any union of lc centers is weakly normal. The intersection of two lc centers
is again an lc center. With respect to inclusion, there exists a unique minimal lc center,
namely Xσ(ψ) for σ(ψ) = ∩ψ∈σ∈∆σ (the unique cone of ∆ which contains ψ in its relative
interior).

Lemma 3.4.13. Suppose (X/k,B) is wlc. Then the minimal lc center of (X/k,B) is
normal.

Proof. Same as for Lemma 3.4.4.

Example 3.4.14. Let X = Spec k[M] be weakly normal and S2. Let B ⊂ X be the
reduced sum of invariant codimension one subvarieties at which X/k is smooth (i.e. B =
ΣX − C). Then (X/k,B) is a weakly normal log variety with wlc singularities if and only

if X is Q-orientable. Moreover, ω
[2r]
(X/k,B) ' OX if and only if X is 2r-orientable.

Indeed, suppose X is 2r-orientable. The log discrepancy function ψ is zero. The forms
{cFω⊗2r

F }F glue to a nowhere zero global section ω ∈ Γ(X,ω
[2r]
(X/k,B)), and the log crepant

structure (X̄, C̄ + B̄ = ΣX̄) induced on the normalization has log canonical singularities.

The lc centers of (X/k,B) of codimension one are the invariant primes Ei such that
either multEi B = 1, or Ei is an irreducible component of C. The normalization of Ei is
En
i = Spec k[(Sτi − Sτi) ∩ τi], the different BEni

is induced by the log discrepancy function
ψ of (X/k,B), and the residue of {cFχrψω⊗rF }F is ciχ

rψω⊗ri .

3.4.3 The LCS locus

Let (X/k,B) be a toric weakly normal log pair, with wlc singularities. Let ψ be its log
discrepancy function. The LCS locus, or non-klt locus of (X/k,B), is the union Y of all
lc centers of positive codimension in X. The zero codimension lc centers are exactly the
irreducible components of X. Therefore Y is the union of all Xσ such that ψ ∈ σ ∈ ∆,
and σ is strictly contained in some facet of ∆.

Proposition 3.4.15. Y is weakly normal and S2, of pure codimension one in X. Moreover,
Y is Cohen Macaulay if so is X.
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Proof. Let π : X̄ → X be the normalization. Let Ȳ = π−1(Y ). Then Ȳ = LCS(X̄/k, C̄ +
B̄). Since Y contains C, the cartesian diagram

X̄

π
��

Ȳ? _oo

π
��

X Y? _oo

is also a push-out. Equivalently, we have a Mayer-Vietoris short exact sequence

0→ OX → π∗OX̄ ⊕OY → π∗OȲ → 0.

The subvariety Y is weakly normal, since X is. It is of pure codimension one in X, since
Y = C ∪ Supp(B=1). We verify Serre’s property in two steps.

Step 1: If (X/k,B) is a normal toric log pair with lc singularities, then Y = LCS(X/k,B)
is Cohen Macaulay.

Indeed, let X = Spec k[M ∩ σ] and ψ ∈ σ be the log discrepancy function. Let τ ≺ σ
be the unique face which contains ψ in its relative interior. In particular, a face of σ
contains ψ if and only if it contains τ . Then Y = ∪τ≺τ ′(σXτ ′ . Consider the quotient
M →M ′ = M/(M ∩ τ −M ∩ τ), let σ′ be the image of σ, denote X ′ = Spec k[M ′∩σ′] and
T ′′ = Spec k[M ∩ τ −M ∩ τ ]. Then X ′ is a normal affine variety with a fixed point P , and
Y ' T ′′ ×ΣX′ (using the construction in [7, Remark 2.19], we reduced to the case ψ = 0).
Since T ′′ is smooth, it is Cohen Macaulay. By [15, Lemma 3.4.1], depthP (ΣX′) = dim ΣX′ ,
that is X ′ is Cohen Macaulay. Therefore Y is Cohen Macaulay.

Step 2: The disjoint union of normal affine toric varieties X̄ is Cohen Macaulay by [30],
and Ȳ is Cohen Macaulay by Step 1). The Mayer-Vietoris short exact sequence and the
cohomological interpretation of Serre’s property, give that Y is S2 (respectively Cohen
Macaulay) if so is X.

Note that LCS(X/k,B) becomes the union of codimension one lc centers. The normal-
izations of Ȳ and Y induce a commutative diagram

X̄

π
��

Ȳ? _oo

��

Ȳ noo

g

��
X Y? _oo Y nnoo

Let X = ∪FXF and Y = ∪jEj be the irreducible decompositions. We have X̄ = tF X̄F ,
Ȳ = tF LCS(X̄F , (C̄ + B̄)|X̄F ) and LCS(X̄F , (C̄ + B̄)|X̄F ) = (C̄ ∪ Supp(B̄=1))|X̄F . The
irreducible components of Ȳ are normal. Therefore Ȳ n = tF tψ∈τj≺F Ēj,F = tτj3ψ tF�τj
Ēj,F . The normalization of Y decomposes as Y n = tjEn

j , with En
j = Spec k[(Sτj−Sτj)∩τj].

Pick r ≥ 1 such that such that rB has integer coefficients and ω
[r]
(X/k,B) is invertible.

Equivalently, rψ ∈ Sσ(∆) and there exists a nowhere zero global section ω ∈ Γ(X,ω
[r]
(X/k,B))
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such that π∗ω|X̄F = cFχ
rψω⊗rF and Res

[r]

Ēi,F
π∗ω = π∗i,F (ciχ

rψω⊗ri ). Let η be the rational

pluridifferential form on Y n whose restriction to En
j is cjχ

rψω⊗rj . Then

Res
[r]

Ȳ n
π∗ω = g∗η.

Let BȲ n = −1
r
(g∗η) and BY n = −1

r
(η). Then BȲ n is the discriminant of (X̄, C̄ + B̄) after

codimension one adjunction to the components of Ȳ n, which is effective if B is effective.
Moreover, g : (Ȳ n, BȲ n) → (Y n, BY n) is log crepant. In particular BY n = g∗(BȲ n) is ef-
fective if B is effective. All normal toric log pair structures induced on the irreducible
components of (X̄, C̄ + B̄), (Ȳ n, BȲ n) and (Y n, BY n) have the same log discrepancy func-
tion, namely ψ. The correspondence ω 7→ η induces the residue isomorphism

Res
[r]
X→Y n : ω

[r]
(X/k,B)|Y n

∼→ω[r]
(Y n/k,BY n )

Proposition 3.4.16. Let r ∈ 2Z such that rB has integer coefficients and ω
[r]
(X/k,B) is

invertible. The following are equivalent:

1) There exists an invariant boundary BY on Y such that (Y/k,BY ) becomes a weakly
normal log pair with the same log discrepancy function ψ, with induced log structure
(Y n, BY n) on the normalization, and such that codimension one residues onto the
components of Y n glue to a (residue) isomorphism

Res
[r]
X→Y : ω

[r]
(X/k,B)|Y

∼→ω[r]
(Y/k,BY ).

Moreover, rBY has integer coefficients, and BY is effective if so is B.

2) (dQ⊂E1dE1⊂XF )r = (dQ⊂E2dE2⊂XF )r in k×, if Q is an irreducible component of the
non-normal locus of Y , XF is an irreducible component of X containing Q, and
E1, E2 are the (only) codimension one invariant subvarieties of XF containing Q.

Proof. If Y is normal, there is nothing to prove. Suppose Y is not normal. Let Q be an
irreducible component of the non-normal locus of Y . Then Q = Xγ for some cone γ ∈ ∆
of codimension two. The primes of Y n over Q are Qγ,j = Spec k[(Sτj −Sτj)∩ γ] ⊂ En

j , one
for each τj which contains γ. The induced morphism nγ,j : Qγ,j → Q is finite surjective, of
degree dQ⊂Ej . Let ωQ be a volume form on the torus inside Q, induced by an orientation
of Sγ − Sγ.

We have Q = E1 ∩ E2 for some irreducible components E1, E2 of Y (by the argument
of the proof of Corollary 3.2.15). Since E1, E2 are lc centers of (X/k,B), so is their
intersection Q. That is ψ ∈ γ. Therefore multQj,γ BY n = 1 for every Ej ⊃ Q. Since r is
even, we compute

Res
[r]
Qj,γ

η = cjχ
rψ(ResQj,γ ωj)

⊗r = n∗j,γ(cjd
−r
Q⊂Ejω

⊗r
Q ).

Property 1) holds if and only if Res
[r]
Qj,γ

η does not depend on j, that is cid
−r
Q⊂Ei = cQ

for every Ei ⊃ Q (it follows that Ei is an lc center, hence an irreducible component of Y ).
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Since ci = cFd
−r
Ei⊂XF , property 1) holds if and only if cF (dQ⊂EidEi⊂XF )−r = cQ for every

Q ⊂ Ei ⊂ XF .

1) =⇒ 2): cF (dQ⊂E1dE1⊂XF )−r = cQ = cF (dQ⊂E2dE2⊂XF )−r. Therefore 2) holds.

2) =⇒ 1): We claim that cF (dQ⊂EidEi⊂XF )−r depends only on Q. By 2), it does not
depend on the choice of Ei, once F is chosen. It remains to verify independence on F as
well. Since ∆ is 1-connected, we may only consider two facets F, F ′ which contain γ, and
intersect in codimension one. Let τi = F ∩ F ′. From cFd

−r
Ei⊂XF = ci = cF ′d

−r
Ei⊂XF ′

, we

obtain cF (dQ⊂EidEi⊂XF )−r = cF (dQ⊂EidEi⊂XF ′ )
−r. Therefore cF (dQ⊂EidEi⊂XF )−r does not

depend on F either, say equal to cQ. We obtain

Res
[r]
Qj,γ

η = n∗j,γ(cQω
⊗r
Q ).

Therefore (Y/k,BY = n∗(BY n − Cond(n))) is a weakly normal log pair, rBY has integer

coefficients and ω
[r]
(Y/k,BY ) is trivialized by a nowhere zero global section such that n∗ω′ = η.

The map ω 7→ ω′ induces an isomorphism Res
[r]
X→Y : ω

[r]
(X/k,B)|Y

∼→ω[r]
(Y/k,BY ).

3.5 Residues to lc centers of higher codimension

Definition 3.5.1. We say that X = Spec k[M] has normal components if each irreducible
component XF of X is normal.

Suppose X has normal components. If F is a facet of ∆ and σ ≺ F , then Sσ =
(SF − SF ) ∩ σ. Therefore each invariant closed irreducible subvariety Xσ (σ ∈ ∆) is
normal. Moreover, X/k is weakly normal, and it is S2 if and only if ∆ is 1-connected.

For the rest of this section, let (X/k,B) be a toric weakly normal log pair with wlc
singularities, such that X has normal components. Under the latter assumption (which
implies that X is 2-orientable), (X/k,B) is a wlc log pair if and only if the toric log
structures induced on the irreducible components of the normalization of X have the same
log discrepancy function ψ ∈ ∩FF . Let r ∈ 2Z. Suppose rψ ∈ ∩FSF , that is rB has
integer coefficients and ω

[r]
(X/k,B) is invertible. The lc centers of (X/k,B) are {Xσ;ψ ∈

σ ∈ ∆}. Let Xσ be an lc center. Let BXσ be the invariant boundary induced by ψ ∈ σ.
Then (Xσ/k,BXσ) becomes a normal toric log pair with lc singularities, rBXσ has integer

coefficients (effective if so is B) and ω
[r]
(Xσ/k,BXσ ) is trivial, and the lc centers of (Xσ/k,BXσ)

are exactly the lc centers of (X/k,B) which are contained in Xσ. Let ωσ be a volume
form on the torus inside Xσ induced by some orientation of the lattice Sσ−Sσ. The forms
{χrψω⊗rF }F glue to a nowhere zero global section of ω

[r]
(X/k,B).

Let Z be an lc center of (X/k,B). On an irreducible toric variety, any proper invariant
closed irreducible subvariety is contained in some invariant codimension one subvariety.
Therefore we can construct a chain of invariant closed irreducible subvarieties

X ⊃ X0 ⊃ X1 ⊃ · · · ⊃ Xc−1 ⊃ Xc = Z
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such that X0 is an irreducible component of X and codim(Xj ⊂ Xj−1) = 1 (0 < j ≤ c).
Let Xi = Xσi . Since σc contains ψ, each σi contains ψ. Therefore each Xi is an lc center
of (X/k,B), and Xj becomes a codimension one lc center of (Xj−1/k,BXj−1

). Define

the codimension zero residue Res
[r]
X→X0

: ω
[r]
(X/k,B)|X0

∼→ω[r]
(X0/k,BX0

) as the pullback to the

normalization of X, followed by the restriction to the irreducible component X0 of X̄. We
have

Res
[r]
X→X0

{χrψω⊗rF }F = χrψω⊗rσ0
.

For 0 < j ≤ c, let Res
[r]
Xj−1→Xj : ω

[r]
(Xj−1/k,BXj−1

)|Xj
∼→ω[r]

(Xj/k,BXj ) be the usual codimension

one residue. We have ResXj−1→Xj ωσj = εj−1,jωσj for some εj−1,j = ±1. Since r is even, we
obtain

Res
[r]
Xj−1→Xj χ

rψω⊗rσj−1
= χrψω⊗rσj .

The composition Res
[r]
Xc−1→Xc |Z ◦ · · · ◦ Res

[r]
X0→X1

|Z ◦ Res
[r]
X→X0

|Z is an isomorphism

ω
[r]
(X/k,B)|Z

∼→ω[r]
(Z/k,BZ)

which maps {χrψω⊗rF }F onto χrψω⊗rσc . It does not depend on the choice of the chain from
X to Z, so we can denote it

Res
[r]
X→Z : ω

[r]
(X/k,B)|Z

∼→ω[r]
(Z/k,BZ),

and call it the residue from (X/k,B) to the lc center Z.

Lemma 3.5.2. Let Z ′ be an lc center of (Z/k,BZ). Then Z ′ is also an lc center of
(X/k,B), and the following diagram is commutative:

ω
[r]
(X/k,B)|Z′

Res
[r]

X→Z′ //

(Res
[r]
X→Z)|Z′ &&

ω
[r]
(Z′/k,BZ′ )

ω
[r]
(Z/k,BZ)|Z′

Res
[r]

Z→Z′

88

Proof. Let Z = Xσ and Z ′ = Xσ′ . Then σ′ ≺ σ, and the generators are mapped as follows

{χrψω⊗rF }F //

&&

χrψω⊗rσ′

χrψω⊗rσ

99

Therefore the triangle of isomorphisms commutes.

We may define residues onto lc centers in a more invariant fashion.
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Proposition 3.5.3. Suppose Y = LCS(X/k,B) is non-empty. Then (Y/k,BY ) is a toric
weakly normal log pair with wlc singularities, such that Y has normal components, and the
codimension one residues onto the components of Y glue to a residue isomorphism

Res
[r]
X→Y : ω

[r]
(X/k,B)|Y

∼→ω[r]
(Y/k,BY ).

Moreover, the lc centers of (Y/k,BY ) are exactly the lc centers of (X/k,B) which are not
maximal with respect to inclusion.

Proof. Since X has normal components, so does Y . In particular, Y/k is weakly normal. It
is S2 by Proposition 3.4.15. Since X has normal components, the incidence numbers dEi⊂XF
are all 1. Therefore the condition 2) of Proposition 3.4.16 holds, and the codimension one
residues glue to a residue onto Y .

Iteration of the restriction to LCS-locus induces a chain X = X0 ⊃ X1 ⊃ · · · ⊃ Xc = W
with the following properties:

• (X0/k,BX0) = (X/k,B).

• Xi = LCS(Xi−1/k,BXi−1
) and BXi is the different of (Xi−1/k,BXi−1

) on Xi.

• LCS(W/k,BW ) = ∅. That is W/k is normal and the coefficients of BW are strictly
less than 1.

The irreducible components of Xi are the lc centers of (X/k,B) of codimension i, and
W is the (unique) minimal lc center of (X/k,B). We compute

Res
[r]
X→W = Res

[r]
Xc−1→Xc |W ◦ · · · ◦ Res

[r]
X0→X1

|W .

If Z is an lc center of (X/k,B) of codimension i, then Z is an irreducible component of
Xi, and

Res
[r]
X→Z = Res

[r]
Xi→Z ◦Res

[r]
Xi−1→Xi |Z ◦ · · · ◦ Res

[r]
X0→X1

|Z ,

where Res
[r]
Xi→Z is defined as the pullback to the normalization of Xi, followed by the

restriction to the irreducible component Z.

Lemma 3.5.4. Let X ′ be a union of lc centers of (X/k,B), such that X ′ is S2. Then
(X ′, BX′) is a toric log pair with wlc singularities and the same log discrepancy function
ψ, and residues onto the components of X ′ glue to a residue isomorphism

Res
[r]
X→X′ : ω

[r]
(X/k,B)|X′

∼→ω[r]
(X′/k,BX′ )

.

Proof. Note that X ′ has normal components, hence it is weakly normal. Since X ′ is S2,
all irreducible components have the same codimension, say i, in X. Then X ′ is a union of
some irreducible components of Xi. Define

Res
[r]
X→X′ = Res

[r]
Xi→X′ ◦Res

[r]
Xi−1→Xi |X′ ◦ · · · ◦ Res

[r]
X0→X1

|X′ .

The codimension zero residue Res
[r]
Xi→X′ is defined as the pullback to the normalization

of Xi, followed by restriction to the union of irreducible components consisting of the
normalization of X ′, followed by descent to X ′.
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Example 3.5.5. Let X = Spec k[M] be S2, with normal components. Let B = ΣX −CX ,
the reduced sum of invariant prime divisors at which X/k is smooth. Then (X/k,B) is a
toric weakly normal log variety, with log discrepancy function ψ = 0, and LCS(X/k,B) =
ΣX .

Indeed, X is 2-orientable since it has normal components. The 2-forms {ω⊗2
F }F glue

to a nowhere zero global section of ω
[2]
(X/k,B). Since ψ = 0, the lc centers are the invariant

closed irreducible subvarieties of X. Therefore LCS(X/k,B) = ΣX .

Proposition 3.5.6. Let X = Spec k[M] be S2, with normal components. Let Xi be the
union of codimension i invariant subvarieties of X. Then Xi is S2 with normal components,
Xi+1 ⊂ Xi has pure codimension one if non-empty, and coincides with the non-normal locus
of Xi if i > 0, and the following properties hold:

• (X/k,ΣX−C) is a wlc log variety, with zero log discrepancy function, and LCS-locus
X1. The induced boundary on X1 is zero, and we have a residue isomorphism

Res[2] : ω
[2]
(X/k,ΣX−C)|X1

∼→ω[2]
(X1/k,0).

• For i > 0, (Xi/k, 0) is a wlc log variety, with zero log discrepancy function, and
LCS-locus Xi+1. The induced boundary on Xi+1 is zero, and we have a residue
isomorphism

Res[2] : ω
[2]
(Xi/k,0)|Xi+1

∼→ω[2]
(Xi+1/k,0).

Proof. By iterating the construction of Example 3.5.5 and Proposition 3.5.3, we obtain
for all i ≥ 0 that (Xi/k,BXi) is a wlc log variety, with zero log discrepancy function, and
LCS-locus Xi+1, and the boundary induced on Xi+1 by codimension one residues is BXi+1

.

If Xi is a torus (i.e. X contains no invariant prime divisors), then Xi+1 = ∅. If Xi is
not a torus, then Xi+1 has pure codimension one in Xi.

Let i > 0. We claim that BXi = 0 and Xi+1 is the non-normal locus of Xi. Suppose Xi

contains an invariant prime divisor Q. Since i > 0, there exists an irreducible component
Q′ of Xi−1 which contains Q. Then Q has codimension two in Q′. Therefore Q′ has exactly
two invariant prime divisors which contain Q, say Q1, Q2. Then Q1 6= Q2 are irreducible
components of Xi, and Q = Q1 ∩ Q2. Therefore Q is contained in CXi , the non-normal
locus. We deduce CXi = ΣXi = Xi+1. In particular, BXi = 0.

3.5.1 Higher codimension residues for normal crossings pairs

Let (X/k,B) be a wlc log pair, let x ∈ X be a closed point. We say that (X/k,B) is
n-wlc at x if there exists an affine toric variety X ′ = Spec k[M] with normal components,
associated to some monoidal complex M, an invariant boundary B′ on X ′ and a closed
point x′ in the closed orbit of X ′, together with an isomorphism of complete local k-algebras
O∧X,x ' O∧X′,x′ , and such that (ω

[r]
(X/k,B))

∧
x corresponds to (ω

[r]
(X′/k,B′))

∧
x′ for r sufficiently
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divisible. By [10], this is equivalent to the existence of a common étale neighborhood

(U, y)
i

zz

i′

$$
(X, x) (X ′, x′)

and a wlc pair structure (U,BU) on U such that i∗ω
[n]
(X/k,B) = ω

[n]
(U/k,BU ) = i′∗ω

[n]
(X′/k,B′) for

all n ∈ Z. It follows that X ′/k must be weakly normal and S2, and (X ′/k,B′) is wlc.
Being n-wlc at a closed point is an open property. We say that (X/k,B) is n-wlc if it

so at every closed point. For the rest of this section, let (X/k,B) be n-wlc. Let r ∈ 2Z
such that rB has integer coefficients and ω

[r]
(X/k,B) is invertible.

Proposition 3.5.7. Suppose Y = LCS(X/k,B) is non-empty. Then Y is weakly normal
and S2, of pure codimension one in X. There exists a unique boundary BY such that
(Y/k,BY ) is n-wlc, and codimension one residues onto the irreducible components of the
normalization of Y glue to a residue isomorphism

Res
[r]
X→Y : ω

[r]
(X/k,B)|Y

∼→ω[r]
(Y/k,BY ).

Moreover, the lc centers of (Y/k,BY ) are exactly the lc centers of (X/k,B) which are not
maximal with respect to inclusion.

Proof. By Proposition 3.5.3 for a local analytic model.

Iteration of the restriction to LCS-locus induces a chain X = X0 ⊃ X1 ⊃ · · · ⊃ Xc = W
with the following properties:

• (X0/k,BX0) = (X/k,B).

• (Xi/k,BXi) is a n-wlc pair, Xi = LCS(Xi−1/k,BXi−1
) and BXi is the different on Xi

of (Xi−1/k,BXi−1
).

• LCS(W/k,BW ) = ∅. That is W/k is normal and the coefficients of BW are strictly
less than 1.

The irreducible components of Xi are the lc centers of (X/k,B) of codimension i, and
W is the union of lc centers of (X/k,B) of largest codimension.

Let Z be an lc center of (X/k,B), of codimension i. Then Z is an irreducible component
of Xi. Let Zn → Z be the normalization. Then Zn is an irreducible component of the
normalization of Xi. Let BZn be the induced boundary. Define the zero codimension
residue

Res
[r]
Xi→Zn : ω

[r]
(Xi/k,BXi )

|Zn
∼→ω[r]

(Zn/k,BZn )

as the pullback from Xi to its normalization, followed by the restriction to the irreducible
component Zn. Define Res

[r]
X→Zn = Res

[r]
Xi→Zn ◦Res

[r]
Xi−1→Xi |Zn ◦ · · · ◦ Res

[r]
X0→X1

|Zn . We
obtain:
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Theorem 3.5.8. Let (X/k,B) be n-wlc. Let r ∈ 2Z such that rB has integer coefficients

and ω
[r]
(X/k,B) is invertible. Let Z be an lc center, with normalization Zn → Z. Then there

exists a log pair structure (Zn, BZn) on Zn, and a higher codimension residue isomorphism

Res
[r]
X→Zn : ω

[r]
(X/k,B)|Zn

∼→ω[r]
(Zn/k,BZn ).

Moreover, BZn is effective if so is B, and rBZn has integer coefficients.

Definition 3.5.9. A normal crossings pair (X/k,B) is an n-wlc pair with local analytic
models of the following special type: 0 ∈ (X ′/k,B′), where X ′ = ∪i∈IHi ⊂ Ank for some
I ⊆ {1, . . . , n}, and Hi = {zi = 0} ⊂ Ank is the i-th standard hyperplane. It follows that
B′ =

∑
i/∈I biHi|X′ for some bi ∈ Q≤1.

Corollary 3.5.10. Let (X/k,B) be normal crossings pair. Let r ∈ 2Z such that rB has

integer coefficients and ω
[r]
(X/k,B) is invertible. Let Z be an lc center, with normalization

Zn → Z. Then there exists a log pair structure (Zn, BZn) on Zn, with log smooth support,
and a higher codimension residue isomorphism

Res
[r]
X→Zn : ω

[r]
(X/k,B)|Zn

∼→ω[r]
(Zn/k,BZn ).

Moreover, BZn is effective if so is B, and rBZn has integer coefficients.

Example 3.5.11. Let (X/C,Σ) be a log smooth pair, that is X/C is smooth and Σ is a di-
visor with normal crossings in X. Let Z be an lc center of (X/C,Σ), let Zn → Z be the nor-
malization. Deligne [19] defines a residue isomorphism Res : ωX(log Σ)|Zn

∼→ωZn(log ΣZn)⊗
εZn , where εZn is a local system (orientations of the local analytic branches of Σ through Z)

such that ε⊗2
Zn ' OZn . Then Res⊗2 coincides with Res[2] : ω

[r]
(X/C,Σ)|Zn

∼→ω[r]
(Zn/k,ΣZn ) defined

above.
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Chapter 4

Esnault-Viehweg injectivity

We are interested in the following lifting problem: given a Cartier divisor L on a complex
variety X and a closed subvariety Y ⊂ X, when is the restriction map

Γ(X,OX(L))→ Γ(Y,OY (L))

surjective? The standard method is to consider the short exact sequence

0→ IY (L)→ OX(L)→ OY (L)→ 0,

which induces a long exact sequence in cohomology

0→ Γ(X, IY (L))→ Γ(X,OX(L))→ Γ(Y,OY (L))→ H1(X, IY (L))
α→ H1(X,OX(L)) · · ·

The restriction is surjective if and only if α is injective. In particular, if H1(X, IY (L)) = 0.
If X is a nonsingular proper curve, Serre duality answers completely the lifting problem:

the restriction map is not surjective if and only if L ∼ KX + Y − D for some effective
divisor D such that D − Y is not effective. In particular, degL ≤ deg(KX + Y ). If
degL > deg(KX + Y ), then H1(X, IY (L)) = 0, and therefore lifting holds.

If X is a nonsingular projective surface, only sufficient criteria for lifting are known
(see [67]). If H is a general hyperplane section induced by a Veronese embedding of suf-
ficiently large degree (depending on L), then Γ(X,OX(L)) → Γ(H,OH(L)) is an isomor-
phism (Enriques-Severi-Zariski). If H is a hyperplane section of X, then H i(X,OX(KX +
H)) = 0 (i > 0) (Picard-Severi).

These classical results were extended by Serre [57] as follows: if X is affine and F is a
quasi-coherent OX-module, then H i(X,F) = 0 (i > 0). If X is projective, H is ample and
F is a coherent OX-module, then H i(X,F(mH)) = 0 (i > 0) for m sufficiently large.

Kodaira [40] extended Picard-Severi’s result as follows: if X is a projective complex
manifold, and H is an ample divisor, then H i(X,OX(KX+H)) = 0 (i > 0). This vanishing
remains true over a field of characteristic zero, but may fail in positive characteristic
(Raynaud [55]). Kodaira’s vanishing is central in the classification theory of complex
algebraic varieties, but one has to weaken the positivity of H to apply it successfully: it
still holds if H is only semiample and big (Mumford [49], Ramanujam [53]), or if KX +H

95
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is replaced by dKX + He for a Q-divisor H which is nef and big, whose fractional part is
supported by a normal crossings divisor (Ramanujam [54], Miyaoka [48], Kawamata [37],
Viehweg [66]). Recall that the round up of a real number x is dxe = min{n ∈ Z;x ≤ n},
and the round up of a Q-divisor D =

∑
E dEE is dDe =

∑
EddEeE.

The first lifting criterion in the absence of bigness is due to Tankeev [62]: if X is proper
nonsingular and Y ⊂ X is the general member of a free linear system, then the restriction

Γ(X,OX(KX + 2Y ))→ Γ(Y,OY (KX + 2Y ))

is surjective. Kollár [41] extended it to the following injectivity theorem: if H is a semi-
ample divisor and D ∈ |m0H| for some m0 ≥ 1, then the homomorphism

Hq(X,OX(KX +mH))→ Hq(X,OX(KX +mH +D))

is injective for all m ≥ 1, q ≥ 0. Esnault and Viehweg [24, 25] removed completely the
positivity assumption, to obtain the following injectivity result: let L be a Cartier divisor
on X such that L ∼Q KX +

∑
i biEi, where

∑
iEi is a normal crossings divisor and

0 ≤ bi ≤ 1 are rational numbers. If D is an effective divisor supported by
∑

0<bi<1Ei, then
the homomorphism

Hq(X,OX(L))→ Hq(X,OX(L+D))

is injective, for all q. The original result [25, Theorem 5.1] was stated in terms of roots of
sections of powers of line bundles, and restated in this logarithmic form in [4, Corollary
3.2]. It was used in [3, 4] to derive basic properties of log varieties and quasi-log varieties.

The main result of this chapter (Theorem 4.2.3) is that Esnault-Viehweg’s injectivity
remains true even if some components Ei of D have bi = 1. In fact, it reduces to the special
case when all bi = 1, which has the following geometric interpretation:

Theorem 4.0.12. Let X be a proper nonsingular variety, defined over an algebraically
closed field of characteristic zero. Let Σ be a normal crossings divisor on X, let U = X \Σ.
Then the restriction homomorphism

Hq(X,OX(KX + Σ))→ Hq(U,OU(KU))

is injective, for all q.

Combined with Serre vanishing on affine varieties, it gives:

Corollary 4.0.13. Let X be a proper nonsingular variety, defined over an algebraically
closed field of characteristic zero. Let Σ be a normal crossings divisor on X such that X \Σ
is contained in an affine open subset of X. Then

Hq(X,OX(KX + Σ)) = 0

for q > 0.
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If X \ Σ itself is affine, this vanishing is due to Esnault and Viehweg [25, page 5]. It
implies the Kodaira vanishing theorem.

We outline the structure of this chapter. After some preliminaries in Section 1, we prove
the main injectivity result in Section 2. The proof is similar to that of Esnault-Viehweg,
except that we do not use duality. It is an immediate consequence of the Atiyah-Hodge
Lemma and Deligne’s degeneration of the logarithmic Hodge to de Rham spectral sequence.
In Section 3, we obtain some vanishing theorems for sheaves of logarithmic forms of inter-
mediate degree. The results are the same as in [25], except that the complement of the
boundary is only contained in an affine open subset, instead of being itself affine. They
suggest that injectivity may extend to forms of intermediate degree (Question 3.2.5). In
section 4, we introduce the locus of totally canonical singularities and the non-log canoni-
cal locus of a log variety. The latter has the same support as the subscheme structure for
the non-log canonical locus introduced in [3], but the scheme structure usually differ (see
Remark 4.4.4). In Section 5, we partially extend the injectivity theorem to the category
of log varieties. The open subset to which we restrict is the locus of totally canonical sin-
gularities of some log structure. We can only prove the injectivity for the first cohomology
group. The idea is to descend injectivity from a log resolution, and to make this work for
higher cohomology groups one needs vanishing theorems or at least the degeneration of the
Leray spectral sequence for a certain resolution. We do not pursue this here. In Section
6, we establish the lifting property of Γ(X,OX(L)) → Γ(Y,OY (L)) for a Cartier divisor
L ∼R KX + B, with Y the non-log canonical locus of X (Theorem 4.6.2). We give two
applications for this unexpected property. For a proper generalized log Calabi-Yau variety,
we show that the non-log canonical locus is connected and intersects every lc center (The-
orem 4.6.3). And we obtain an extension theorem from a union of log canonical centers,
in the log canonical case (Theorem 4.6.4). We expect this extension to play a key role in
the characterization of the restriction of log canonical rings to lc centers. In Section 7 we
list some questions that appeared naturally during this work.

4.1 Preliminaries

4.1.1 Directed limits

A directed family of abelian groups (Am)m∈Z consists of homomorphisms of abelian groups
ϕmn : Am → An, for m ≤ n, such that ϕmm = idAm and ϕnp ◦ ϕmn = ϕmp for m ≤ n ≤ p.
The directed limit lim−→m

Am of (Am)m∈Z is defined as the quotient of ⊕m∈ZAm modulo the
subgroup generated by xm − ϕmn(xm) for all m ≤ n and xm ∈ Am. The homomorphisms
µm : Am → lim−→n

An, am 7→ [am] are compatible with ϕmn, and satisfy the following universal
property: if B is an abelian group and fn : Am → B are homomorphisms compatible with
ϕmn, then there exists a unique homomorphism f : lim−→m

Am → B such that fm = f ◦ µm
for all m. From the explicit description of the directed limit, the following properties hold:
lim−→n

An = ∪mµm(Am), and Ker(Am → lim−→n
An) = ∪m≤n Ker(Am → An). In particular, we

obtain
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Lemma 4.1.1. Let (Am)m∈Z be a directed system of abelian groups.

1) Am → lim−→n
An is injective if and only if Am → An is injective for all n ≥ m.

2) Let (Bm)m∈Z be another directed family of abelian groups, let fm : Am → Bm be a se-
quence of compatible homomorphisms. They induce a homomorphism f : lim−→m

Am →
lim−→m

Bm. If fm is injective for m ≥ m0, then f is injective.

4.1.2 Homomorphisms induced in cohomology

For standard notations and results, see Grothendieck [27, 12.1.7,12.2.5]. Let f : X ′ → X
and π : X → S be morphisms of ringed spaces. Denote π′ = π ◦ f : X ′ → S.

Let F be an OX-module, and F ′ an OX′-module. A homomorphism of OX-modules
u : F → f∗F ′ induces functorial homomorphisms of OS-modules

Rqu : Rqπ∗F → Rqπ′∗(F ′) (q ≥ 0).

Grothendieck-Leray constructed a spectral sequence

Epq
2 = Rpπ∗(R

qf∗F ′) =⇒ Rp+qπ′∗(F ′).

Lemma 4.1.2. The homomorphism R1π∗(f∗F ′)→ R1π′∗(F ′), induced by id : f∗F ′ → f∗F ′,
is injective.

Proof. The exact sequence of terms of low degree of the Grothendieck-Leray spectral se-
quence is

0→ R1π∗(f∗F ′)→ R1π′∗(F ′)→ π∗(R
1f∗F ′)→ R2π∗(f∗F ′)→ R2π′∗(F ′),

and R1π∗(f∗F ′) → R1π′∗(F ′) is exactly the homomorphism induced by the identity of
f∗F ′.

The other maps Rpπ∗(f∗F ′) → Rpπ′∗(F ′) (p ≥ 2), appearing in the spectral sequence
as the edge maps Ep,0

2 → Hp, may not be injective.

Example 4.1.3. Let f : X → Y be the blow-up at a point of a proper smooth complex
surface Y , let E be the exceptional divisor. Then the map

H2(Y, f∗OX(KX + E))→ H2(X,OX(KX + E))

is not injective. In particular, the Leray spectral sequence for f and OX(KX + E) does
not degenerate. Indeed, consider the commutative diagram

H2(X,OX(KX))
γ // H2(X,OX(KX + E))

H2(Y, f∗OX(KX))
β //

α

OO

H2(Y, f∗OX(KX + E))

δ

OO
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We have Rif∗OX(KX) = 0 for i = 1, 2. Therefore α is an isomorphism, from the
Leray spectral sequence. The natural map f∗OX(KX) → f∗OX(KX + E) is an iso-
morphism. Therefore β is an isomorphism. By Serre duality, the dual of γ is the in-
clusion Γ(X,OX(−E)) → Γ(X,OX). Since X is proper, Γ(X,OX) = C. Therefore
Γ(X,OX(−E)) = 0. We obtain γ∨ = 0. Therefore γ = 0.

Since α, β are isomorphisms and γ = 0, we deduce δ = 0. But H2(Y, f∗OX(KX +E)) is
non-zero, being isomorphic to H2(X,OX(KX)), which is dual to Γ(X,OX) = C. Therefore
δ is not injective.

4.1.3 Weil divisors

Let X be a normal algebraic variety defined over k, an algebraically closed field. A prime
on X is a reduced irreducible cycle of codimension one. An R-Weil divisor D on X is a
formal sum

D =
∑
E

dEE,

where the sum runs after all primes on X, and dE are real numbers such that {E; dE 6= 0}
has at most finitely many elements. It can be viewed as an R-valued function defined on
all primes, with finite support. By restricting the values to Q or Z, we obtain the notion
of Q-Weil divisor and Weil divisor, respectively.

Let f ∈ k(X) be a rational function. For a prime E on X, let t be a local parameter
at the generic point of E. Define vE(f) as the supremum of all m ∈ Z such that ft−m is
regular at the generic point of E. If f = 0, then vE(f) = +∞. Else, vE(f) is a well defined
integer. We have vE(fg) = vE(f) + vE(g) and vE(f + g) ≥ min(vE(f), vE(g)).

For non-zero f ∈ k(X) define (f) =
∑

E vE(f)E, where the sum runs after all primes
on X. The sum has finite support, so (f) is a Weil divisor. A Weil divisor D on X is
linearly trivial, denoted D ∼ 0, if there exists 0 6= f ∈ k(X) such that D = (f).

Definition 4.1.4. Let D be an R-Weil divisor on X. We call D

• R-linearly trivial, denoted D ∼R 0, if there exist finitely many ri ∈ R and 0 6= fi ∈
k(X) such that D =

∑
i ri(fi).

• Q-linearly trivial, denoted D ∼Q 0, if there exist finitely many ri ∈ Q and 0 6= fi ∈
k(X) such that D =

∑
i ri(fi).

Lemma 4.1.5 ([58], page 97). Let E1, . . . , El be distinct prime divisors on X, and D a
Q-Weil divisor on X. If not empty, the set {(x1, . . . , xl) ∈ Rl;

∑l
i=1 xiEi ∼R D} is an

affine subspace of Rl defined over Q.

Proof. Case D = 0: the set V0 = {x ∈ Rl;
∑l

i=1 xiEi ∼R 0} is an R-vector subspace of
Rl. Let x ∈ V0. This means that there exist finitely many non-zero rational functions
fα ∈ k(X)× and finitely many real numbers rα ∈ R such that

l∑
i=1

xiEi =
∑
α

rα(fα).
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This equality of divisors is equivalent to the system of linear equations

multE(
l∑

i=1

xiEi) =
∑
α

rα multE(fα),

one equation for each prime divisor E which may appear in the support of fα, for some α.
We have multE(fα) ∈ Z. If we fix the fα, this means that rα are the solutions of a linear
system defined over Q, and the corresponding x’s belong to an R-vector subspace of Rl
defined over Q.

The above argument shows that V0 is a union of vector subspaces defined over Q. Let
v1, . . . , vk be a basis for V0 over R. Each va belongs to some subspace of V0 defined over Q.
That is, there exist (wab)b in V0 ∩Ql such that va ∈

∑
bRwab. It follows that the elements

wab ∈ V0 ∩Ql generate V0 as an R-vector space. Therefore V0 is defined over Q.
Case D arbitrary: suppose V = {x ∈ Rl;

∑l
i=1 xiEi ∼R D} is nonempty. Let x ∈

V . Then
∑l

i=1 xiEi = D +
∑

α rα(fα) for finitely many rα, fα as above. Since D has
rational coefficients, the same argument used above shows that once fα are fixed, there
exists another representation

∑l
i=1 x

′
iEi = D +

∑
α r
′
α(fα), with x′i, rα ∈ Q. In particular,

x′ ∈ V ∩ Ql. We have V = x′ + V0. Since V0 is defined over Q, we conclude that V is an
affine subspace of Rl defined over Q.

If D ∼Q 0, then D has rational coefficients. If D has rational coefficients, then D ∼Q 0
if and only if D ∼R 0 (by Lemma 4.1.5).

Let D be an R-divisor on X. Denote D=1 =
∑

dE=1E, D 6=1 =
∑

dE 6=1 dEE, D<0 =∑
dE<0 dEE, D>0 =

∑
dE>0 dEE. The round up (down) of D is defined as dDe =

∑
EddEeE

(bDc =
∑

EddEeE), where for x ∈ R we denote bxc = max{n ∈ Z;n ≤ x} and dxe =
min{n ∈ Z;x ≤ n}. The fractional part of D is defined as {D} =

∑
E{dE}E, where for

x ∈ R we denote {x} = x− bxc.

Definition 4.1.6. Let D be an R-Weil divisor on X. We call D R-Cartier (Q-Cartier,
Cartier) if there exists an open covering X = ∪iUi such that D|Ui ∼R 0 (D|Ui ∼Q 0,
D|Ui ∼ 0) for all i.

4.1.4 Complements of effective Cartier divisors

Lemma 4.1.7. Let D be an effective Cartier divisor on a Noetherian scheme X. Let
U = X \ SuppD and consider the open embedding w : U ⊆ X. Then

1) w is an affine morphism.

2) Let F be a quasi-coherent OX-module. The natural inclusions F(mD) ⊂ F(nD), for
m ≤ n, form a directed family of OX-modules (F(mD))m∈Z, and

lim−→
m

F(mD) = w∗(F|U).
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3) Let π : X → S be a morphism and F a quasi-coherent OX-module. Then

lim−→
m

Rqπ∗F(mD)
∼→Rq(π|U)∗(F|U)

for all q.

Proof. Let X = ∪αVα be an affine open covering such D = (fα)α, for non-zero divisors
fα ∈ Γ(Vα,OVα) such that fαf

−1
β ∈ Γ(Vα ∩ Vβ,O×X) for all α, β.

The set w−1(Vα) = U ∩ Vα = D(fα) is affine, so 1) holds. Statement 2) is local,
equivalent to the known property

Γ(D(fα),F) = Γ(Vα,F)fα = lim−→
m

Γ(Vα,F(mD)) = Γ(Vα, lim−→
m

F(mD)).

For 3), directed limits commute with cohomology on quasi-compact topological spaces.
Therefore

lim−→
m

Rqπ∗F(mD)
∼→Rqπ∗(lim−→

m

F(mD)) = Rqπ∗(w∗(F|U)).

Since w is affine, the Leray spectral sequence for w degenerates to isomorphisms

Rqπ∗(w∗(F|U))
∼→Rq(π|U)∗(F|U).

Therefore 3) holds.

4.1.5 Convention on algebraic varieties

Throughout this chapter, a variety is a reduced scheme of finite type over an algebraically
closed field k of characteristic zero.

4.1.6 Explicit Deligne-Du Bois complex for normal crossing va-
rieties

Let X be a variety with at most normal crossing singularities. That is, for every point
P ∈ X, there exist n ≥ 1, I ⊆ {1, . . . , n}, and an isomorphism of complete local k-algebras

k[[T1, . . . , Tn]]

(
∏

i∈I Ti)

∼→ÔX,P .

Let π : X̄ → X be the normalization. For p ≥ 0, define the OX-module Ω̃p
X/k to be the

image of the natural map Ωp
X/k → π∗Ω

p

X̄/k
. We have induced differentials d : Ω̃p

X/k → Ω̃p+1
X/k,

and Ω̃•X/k becomes a differential complex of OX-modules. We call the hypercohomology

group Hr(X, Ω̃•X/k) the r-th de Rham cohomology group of X/k, and denote it by

Hr
DR(X/k).
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If the base field is understood, we usually drop it from notation. Let X• be the simplicial
algebraic variety induced by π (see [20]). Its components are Xn = (X̄/X)∆n , and the
simplicial maps are naturally induced. We have a natural augmentation

ε : X• → X.

We have X0 = X̄, X1 = X0×XX0, ε0 = π and δ0, δ1 : X1 → X0 are the natural projections.
For p ≥ 0, let Ωp

X•
be the simplicial OX•-module with components Ωp

Xn
(n ≥ 0). The OX-

module ε∗(Ω
p
X•

) is defined as the kernel of the homomorphism

δ∗1 − δ∗0 : ε0∗Ω
p
X0
→ ε1∗Ω

p
X1
.

By [21, Lemme 2], ε is a smooth resolution, and Riε∗(Ω
p
X•

) = 0 for i > 0, p ≥ 0.

Lemma 4.1.8. For every p, Ω̃p
X = ε∗(Ω

p
X•

).

Proof. Since π ◦ δ0 = π ◦ δ1, we obtain an inclusion Ω̃p
X ⊆ ε∗(Ω

p
X•

). The opposite inclusion
may be checked locally, in an étale neighborhood of each point. Therefore we may suppose

X : (
c∏
i=1

zi = 0) ⊂ Ad+1.

Then X has c irreducible components X1, . . . , Xc, each of them isomorphic to Ad. The
normalization X̄ is the disjoint union of the Xi. Therefore Γ(X, ε∗(Ω

p
X•

)) consists of c-uples
(ω1, . . . , ωc) where ωi ∈ Γ(Xi,Ω

p
Xi

) satisfy the cycle condition ωi|Xi∩Xj = ωj|Xi∩Xj for every
i < j.

By induction on c, we show that Γ(X, ε∗(Ω
p
X•

)) is the image of the homomorphism
Γ(Ad+1,Ωp

Ad+1)→ Γ(X̄,Ωp

X̄
). The case c = 1 is clear. Suppose c ≥ 2. Let α = (ω1, . . . , ωc)

be an element of Γ(X, ε∗(Ω
p
X•

)). There exists ω ∈ Γ(Ad+1,Ωp
Ad+1) such that ωc = ω|Xc .

Then we may replace α by α− ω|X , so that

α = (ω1, . . . , ωc−1, 0).

The cycle conditions for pairs i < c give ωi = zcηi, for some ηi ∈ Γ(Xi,Ω
p
Xi

). The other
cycle conditions are equivalent to the fact that (η1, . . . , ηc−1) ∈ Γ(X ′, ε∗(Ω

p
X′•

)), where

X ′ : (
∏c−1

i=1 zi = 0) ⊂ Ad+1. By induction, there exists η ∈ Γ(Ad+1,Ωp
Ad+1) such that

ηi = η|Xi for 1 ≤ i ≤ c− 1. Then α = zcη|X .
The map Γ(Ad+1,Ωp

Ad+1)→ Γ(X̄,Ωp

X̄
) factors through the surjection Γ(Ad+1,Ωp

Ad+1)→
Γ(X,Ωp

X). Therefore its image is the same as the image of Γ(X,Ωp
X)→ Γ(X̄,Ωp

X̄
).

It follows that Ω̃•X → Rε∗(Ω
•
X•) is a quasi-isomorphism. From [28, 20] (see [22,

Théorème 4.5]), we deduce

Theorem 4.1.9. The filtered complex (Ω̃•X , F ), where F is the naive filtration, induces a
spectral sequence in hypercohomology

Epq
1 = Hq(X, Ω̃p

X) =⇒ Hp+q(X, Ω̃•X) = Hp+q
DR (X/k).

If X is proper, this spectral sequence degenerates at E1.
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Note Ω̃0
X = OX . If d = dimX, then Ω̃d

X = π∗Ω
d
X̄

, which is a locally free OX-module if

and only if X has no singularities. If X is non-singular, the natural surjections Ωp
X → Ω̃p

X

are isomorphisms, for all p. So our definition of de Rham cohomology for varieties with
at most normal crossing singularities is consistent with Grothendieck’s definition [28] for
nonsingular varieties.

4.1.7 Differential forms with logarithmic poles

Let (X,Σ) be a log smooth pair, that is X is a nonsingular variety and Σ is an effective
divisor with at most normal crossing singularities. Denote U = X \ Σ. Let w : U → X be
the inclusion. Then w∗(Ω

•
U) is the complex of rational differentials on X which are regular

on U . We identify it with the union of Ω•X ⊗OX(mΣ), after all m ≥ 0.
Let p ≥ 0. The sheaf of germs of differential p-forms on X with at most logarithmic

poles along Σ, denoted Ωp
X(log Σ) (see [18]), is the sheaf whose sections on an open subset

V of X are

Γ(V,Ωp
X(log Σ)) = {ω ∈ Γ(V,Ωp

X ⊗OX(Σ)); dω ∈ Γ(V,Ωp+1
X ⊗OX(Σ))}.

It follows that {Ωp
X(log Σ), dp}p becomes a subcomplex of w∗(Ω

•
U). It is called the

logarithmic de Rham complex of (X,Σ), denoted by Ω•X(log Σ).
Let n = dimX. Then Ωp

X(log Σ) = 0 if p /∈ [0, n]. And Ωn
X(log Σ) = Ωp

X ⊗ OX(Σ) =
OX(KX + Σ), where KX is the canonical divisor of X.

Lemma 4.1.10. Let 0 ≤ p ≤ n. Then Ωp
X(log Σ) is a coherent locally free extension of

Ωp
U to X. Moreover, Ω0

X(log Σ) = OX , ∧pΩ1
X(log Σ) = Ωp

X(log Σ), and the wedge product
induces a perfect pairing

Ωp
X(log Σ)⊗OX Ωn−p

X (log Σ)→ Ωn
X(log Σ).

Proof. The OX-module Ωp
X(log Σ) is coherent, being a subsheaf of Ωp

X ⊗ OX(Σ). The
statements may be checked near a fixed point, after passing to completion. Therefore it
suffices to verify the statements at the point P = 0 for X = Ank and Σ = (

∏
i∈J zi). As

in [25, Properties 2.2] for example, it can be checked that in this case Ωp
X(log Σ)P is the

free OX,P -module with basis

{ dzI∏
i∈J∩I zi

; I ⊆ {1, . . . , n}, |I| = p},

where for I = {i1 < · · · < ip}, dzI denotes dzi1 ∧ · · · ∧ dzip . And
∏

i∈∅ zi = 1. All the
statements follow in this case.

Theorem 4.1.11. [11, 28, 18, 25] The inclusion Ω•X(log Σ) ⊂ w∗(Ω
•
U) is a quasi-isomorphism.

Proof. We claim that Ω•X(log Σ)⊗OX(D) is a subcomplex of w∗(Ω
•
U), for every divisor D

supported by Σ. Indeed, the sheaves in question are locally free, so it suffices to check the
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statement over the open subset X \ Sing Σ, whose complement has codimension at least
two in X. Therefore we may suppose Σ is non-singular. After passing to completion at a
fixed point, it suffices to check the claim at P = 0 for X = A1

k and Σ = (z). This follows
from the formula

d(1⊗ zm) = m · dz
z
⊗ zm (m ∈ Z).

We obtain an increasing filtration of w∗(Ω
•
U) by sub-complexes

Km = Ω∗X(log Σ)⊗OX(mΣ) (m ≥ 0).

We claim that the quotient complex Km/Km−1 is acyclic, for every m > 0. Since K0 =
Ω•X(log Σ) and ∪m≥0Km = w∗(Ω

•
U), this implies that the quotient complex w∗(Ω

•
U)/Ω•X(log Σ)

is acyclic, or equivalently Ω•X(log Σ) ⊂ w∗(Ω
•
U) is a quasi-isomorphism.

To prove that Km/Km−1 (m > 0) is acyclic, note that we may work locally near a fixed
point, and we may also pass to completion (since the components of the two complexes are
coherent). Therefore it suffices to verify the claim at P = 0 for X = Ank and Σ = (

∏
i∈J zi).

If we denote Hj = (zj), the claim in this case follows from the stronger statement of
[25, Lemma 2.10]: the inclusion Ω∗X(log Σ) ⊗ OX(D) ⊂ Ω∗X(log Σ) ⊗ OX(D + Hj) is a
quasi-isomorphism, for every effective divisor D supported by Σ and every j ∈ J .

Theorem 4.1.12. [19] The filtered complex (Ω•X(log Σ), F ), where F is the naive filtration,
induces a spectral sequence in hypercohomology

Epq
1 = Hq(X,Ωp

X(log Σ)) =⇒ Hp+q(X,Ω•X(log Σ)).

If X is proper, this spectral sequence degenerates at E1.

Proof. If k = C, the claim follows from [19] and GAGA. By the Lefschetz principle, the
claim extends to the case when k is a field of characteristic zero.

Lemma 4.1.13. For each p ≥ 0, we have a short exact sequence

0→ IΣ ⊗ Ωp
X(log Σ)→ Ωp

X → Ω̃p
Σ → 0.

Proof. Let π : Σ̄→ Σ be the normalization. We claim that we have an exact sequence

0→ IΣ ⊗ Ωp
X(log Σ)→ Ωp

X → π∗Ω
p

Σ̄
,

where the second arrow is induced by the inclusion Ωp
X(log Σ) ⊆ Ωp

X⊗OX(Σ), and the third
arrow is the restriction homomorphism ω 7→ ω|Σ̄. Indeed, denote K = Ker(Ωp

X → π∗Ω
p

Σ̄
).

We have to show that IΣ ⊗ Ωp
X(log Σ) = K. This is a local statement which can be

checked locally near each point, and since the sheaves are coherent, we may also pass to
completion. Therefore it suffices to check the equality at P = 0 in the special case X = Ank ,
Σ = (

∏
j∈J zj). From the explicit description of local bases for the logarithmic sheaves, the

claim holds in this case.
Finally, we compute the image of the restriction. The restriction factors through the

surjection Ωp
X → Ωp

Σ. Therefore the image coincides with the image of Ωp
Σ → π∗Ω

p

Σ̄
, which

by definition is Ω̃p
Σ.
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4.1.8 The cyclic covering trick

Let X be an irreducible normal variety, let T be a Q-Weil divisor on X such that T ∼Q 0.
Let r ≥ 1 be minimal such that rT ∼ 0. Choose a rational function ϕ ∈ k(X)× such that
(ϕ) = rT . Denote by

τ ′ : X ′ → X

the normalization of X in the field extension k(X) ⊆ k(X)( r
√
ϕ). The normal variety X ′

is irreducible, since r is minimal. Choose ψ ∈ k(X ′)× such that ψr = τ ′∗ϕ. One computes

τ ′∗OX′ = ⊕r−1
i=0OX(biT c)ψi.

The finite morphism τ ′ is Galois, with Galois group cyclic of order r. Moreover, τ ′ is étale
over X \ Supp{T}.

Suppose now that (X,Σ) is a log smooth pair structure on X, and the fractional part
{T} is supported by Σ. Then τ ′ is flat, X ′ has at most quotient singularities (in the étale
topology), and X ′ \ τ ′−1Σ is nonsingular. Let µ : Y → X ′ be an embedded resolution of
singularities of (X ′, τ ′−1Σ). If we denote τ = τ ′◦µ, then τ−1(Σ) = ΣY is a normal crossings
divisor and µ : Y \ΣY → X ′ \ τ ′−1Σ is an isomorphism. We obtain a commutative diagram

X ′

τ ′

��

Y
µoo

τ~~
X

From Theorems 1.0.1 and 1.0.2 we obtain

Lemma 4.1.14. Rqτ∗Ω
p
Y (log ΣY ) = 0 for q 6= 0, and

τ∗Ω
p
Y (log ΣY ) = Ωp

X(log ΣX)⊗ τ ′∗OX′
' ⊕r−1

i=0 Ωp
X(log ΣX)⊗OX(biT c).

This statement was proved in [23, Lemme 1.2, 1.3] with two extra assumptions: X
is projective, and Σ is a simple normal crossing divisor, that is it has normal crossing
singularities and its irreducible components are smooth.

4.2 Injectivity for open embeddings

Let (X,Σ) be a log smooth pair, with X proper. Denote U = X \ Σ.

Theorem 4.2.1. The restriction homomorphism Hq(X,OX(KX + Σ))→ Hq(U,OU(KU))
is injective, for all q.

Proof. Consider the inclusion of filtered differential complexes of OX-modules

(Ω•X(log Σ), F ) ⊂ (w∗(Ω
•
U), F ),
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where F is the naive filtration of a complex. Let n = dimX. The inclusion F n ⊆ F 0

induces a commutative diagram

Hq+n(X,F nΩ•X(log Σ))
β //

αn

��

Hq+n(X,Ω•X(log Σ))

α

��
Hq+n(X,F nw∗(Ω

•
U)) // Hq+n(X,w∗(Ω

•
U))

By Theorem 4.1.11, α is an isomorphism. Theorem 4.1.12 implies that β is injective.
Therefore α ◦ β injective. Therefore αn is injective.

But F nΩ•X(log Σ) = Ωn
X(log Σ)[−n] and F nw∗(Ω

•
U) = w∗(Ω

n
U)[−n]. Therefore αn be-

comes
αn : Hq(X,Ωn

X(log Σ))→ Hq(X,w∗(Ω
n
U))

The morphism w : U ⊂ X is affine, so Hq(X,w∗(Ω
n
U)) → Hq(U,Ωn

U) is an isomorphism.
Therefore αn becomes the restriction map

αn : Hq(X,Ωn
X(log Σ))→ Hq(U,Ωn

U).

Corollary 4.2.2. Let T be a Q-divisor on X such that T ∼Q 0 and Supp{T} ⊆ Σ. In
particular, T |U has integer coefficients. Then the restriction homomorphism

Hq(X,OX(KX + Σ + bT c))→ Hq(U,OU(KU + T |U))

is injective, for all q.

Proof. We use the notations of paragraph 1.H. Denote V = τ−1(U) = Y \ ΣY . By Theo-
rem 4.2.1, the restriction

Hq(Y,OY (KY + ΣY ))→ Hq(V,OV (KV ))

is injective. By the Leray spectral sequence and Lemma 4.1.14, the restriction

Hq(X, τ∗OY (KY + ΣY ))→ Hq(U, τ∗OV (KV ))

is injective. Equivalently, the direct sum of restrictions

⊕r−1
i=0 (Hq(X,OX(KX + Σ + biT c))→ Hq(U,OU(KU + iT |U))

is injective. For i = 1, we obtain the claim.

Theorem 4.2.3. Let X be a proper non-singular variety. Let U be an open subset of X
such that X \ U is a normal crossings divisor with irreducible components (Ei)i. Let L be
a Cartier divisor on X such that L ∼R KX +

∑
i biEi, with 0 < bi ≤ 1 for all i. Then the

restriction homomorphism

Hq(X,OX(L))→ Hq(U,OU(L|U))

is injective, for all q.
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Proof. Choose a labeling of the components, say E1, . . . , El. Since L − KX has integer
coefficients, it follows by Lemma 4.1.5 that the set

V = {x ∈ Rl;L ∼R KX +
l∑

i=1

xiEi}

is a non-empty affine linear subspace of Rl defined over Q. Then (b1, . . . , bl) ∈ V ∩ (0, 1]l

can be approximated by (b′1, . . . , b
′
l) ∈ V ∩ (0, 1]l ∩ Ql, such that b′i = bi if bi ∈ Q. Since

0 ∼R −L + KX +
∑

i b
′
iEi and the right hand side has rational coefficients, it follows that

0 ∼Q −L+KX +
∑

i b
′
iEi.

In conclusion, L ∼Q KX +
∑

i b
′
iEi and 0 < b′i ≤ 1 for all i. Set Σ =

∑
iEi and

T = L − KX −
∑

i b
′
iEi. Then T ∼Q 0, {T} =

∑
i{−b′i}Ei and L = KX + Σ + bT c.

Corollary 4.2.2 gives the claim.

Remark 4.2.4. Let U ⊆ U ′ ⊆ X be another open subset. From the commutative diagram

Hq(X,OX(L)) //

))

Hq(U,OU(L|U))

Hq(U ′,OU ′(L|U ′))

55

it follows that Hq(X,OX(L))→ Hq(U ′,OU ′(L|U ′)) is injective for all q.

Remark 4.2.5. Recall that for an OX-module F , ΓΣ(X,F) is defined as the kernel of
Γ(X,F) → Γ(U,F|U). The functor ΓΣ(X, ·) is left exact. Its derived functors, denoted
(H i

Σ(X,F))i≥0, are called the cohomology of X modulo U , with coefficients in F . For every
F we have long exact sequences

0→ ΓΣ(X,F)→ Γ(X,F)→ Γ(U,F|U)→ H1
Σ(X,F)→ H1(X,F)→ H1(U,F|U)→ · · ·

Therefore Theorem 4.2.3 says that the homomorphism Hq
Σ(X,OX(L))→ Hq(X,OX(L)) is

zero for all q. Equivalently, ΓΣ(X,OX(L)) = 0, and for all q we have short exact sequences

0→ Hq(X,OX(L))→ Hq(U,OU(L|U))→ Hq+1
Σ (X,OX(L))→ 0.

Remark 4.2.6. Theorem 4.2.3 is also equivalent to the following statement, which gener-
alizes the original result of Esnault and Viehweg [25, Theorem 5.1]: let D be an effective
Cartier divisor supported by Σ. Then the long exact sequence induced in cohomology by
the short exact sequence 0 → OX(L) → OX(L + D) → OD(L + D) → 0 breaks up into
short exact sequences

0→ Hq(X,OX(L))→ Hq(X,OX(L+D))→ Hq(D,OD(L+D))→ 0 (q ≥ 0).

Indeed, let D be as above. We have a commutative diagram

Hq(X,OX(L)) α //

β

��

Hq(X,OX(L+D))

��
Hq(U,OU(L|U))

γ // Hq(U,OU((L+D)|U))
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Since D is disjoint from U , γ is an isomorphism. By Theorem 4.2.3, β is injective. Therefore
γ ◦ β is injective. It follows that α is injective. Conversely, suppose Hq(X,OX(L)) →
Hq(X,OX(L+D)) is injective for all divisorsD supported byX\U . ThenHq(X,OX(L))→
Hq(X,OX(L+mΣ)) is injective for every m ≥ 0. Lemma 4.1.1 implies the injectivity of

Hq(X,OX(L))→ lim−→
m

Hq(X,OX(L+mΣ)).

By Lemma 4.1.7, this is isomorphic to the homomorphismHq(X,OX(L))→ Hq(U,OU(L|U)).

Corollary 4.2.7. Let D be an effective Cartier divisor supported by Σ. Then

0→ Hq(X,OX(KX + Σ))→ Hq(X,OX(KX + Σ +D))→ Hq(D,OD(KX + Σ +D))→ 0

is a short exact sequence, for all q.

Proof. By Remark 4.2.6 for L = KX + Σ.

Corollary 4.2.8. The homomorphism Γ(X,OX(KX + 2Σ)) → Γ(Σ,OΣ(KX + 2Σ)) is
surjective.

If Σ is the general member of a base point free linear system, this is the original result
of Tankeev [62, Proposition 1].

4.3 Differential forms of intermediate degree

Let (X,Σ) be a log smooth pair such that X is proper and U = X \ Σ is contained in an
affine open subset of X.

Theorem 4.3.1. Hq(X,Ωp
X(log Σ)) = 0 for p+q > dimX. In particular, Hq(X,OX(KX+

Σ)) = 0 for q > 0.

Proof. Consider the logarithmic de Rham complex Ω•X(log Σ). Let U ′ be an affine open
subset of X containing U . The inclusions U ⊆ U ′ ⊂ X induce a commutative diagram

Hr(X,Ω•X(log Σ)) //

**

Hr(U,Ω•U)

Hr(U ′,Ω•X(log Σ)|U ′)

55

Since U ′ is affine, Hq(U ′,Ωp
X(log Σ)|U ′) = 0 for q > 0. Therefore Hr(U ′,Ω•X(log Σ)|U ′) is

the r-th homology of the differential complex Γ(U ′,Ω•X(log Σ)). Since Ωp
X(log Σ) = 0 for

p > dimX, we obtain

Hr(U ′,Ω•X(log Σ)|U ′) = 0 for r > dimX.
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Let r > dimX. It follows that the horizontal map is zero. But it is an isomorphism by
Theorem 4.1.11. Therefore

Hr(X,Ω•X(log Σ)) = 0.

By Theorem 4.1.12, we have a non-canonical isomorphism

Hr(X,Ω•X(log Σ)) ' ⊕p+q=rHq(X,Ωp
X(log Σ))

Therefore Hq(X,Ωp
X(log Σ)) = 0 for all p+ q = r.

Let T be a Q-divisor on X such that T ∼Q 0 and Supp{T} ⊆ Σ. In particular, T |U has
integer coefficients.

Theorem 4.3.2. Hq(X,Ωp
X(log Σ) ⊗ OX(bT c)) = 0 for p + q > dimX. In particular,

Hq(X,OX(KX + Σ + bT c)) = 0 for q > 0.

Proof. We use the notations of paragraph 1.H. Let X \ Σ ⊆ U ′, with U ′ an affine open
subset of X. Let V ′ = τ−1(U ′). By Lemma 4.1.14, the Leray spectral sequence associated
to τ |V ′ : V ′ → U ′ and Ωp

Y (log ΣY )|V ′ degenerates into isomorphisms

Hq(U ′, (τ |V ′)∗Ωp
Y (log ΣY )|V ′)

∼→Hq(V ′,Ωp
Y (log ΣY )|V ′).

Since U ′ is affine, the left hand side is zero for q > 0. Therefore

Hq(V ′,Ωp
Y (log ΣY )|V ′) = 0 for q > 0.

In particular, the spectral sequence

Epq
1 = Hq(V ′,Ωp

Y (log ΣY )|V ′) =⇒ Hq(V ′,Ω•Y (log ΣY )|V ′)

degenerates into isomorphisms

hr(Γ(V ′,Ω•Y (log ΣY ))) ' Hr(V ′,Ω•Y (log ΣY )|V ′),

where the first term is the r-th homology group of the differential complex Γ(V ′,Ω•Y (log ΣY )).
Since Ωp

Y (log ΣY ) = 0 for p > dimY , we obtain

Hr(V ′,Ω•Y (log ΣY )|V ′) = 0 for r > dimY.

Let V = τ−1(U) = Y \ ΣY . The restriction map

Hr(Y,Ω•Y (log ΣY ))→ Hr(V,Ω•Y (log ΣY )|V )

is an isomorphism by Theorem 4.1.11. It factors through Hr(V ′,Ω•Y (log ΣY )|V ′), hence it
is zero for r > dimY . Therefore

Hr(Y,Ω•Y (log ΣY )) = 0 for r > dimY.

By Theorem 4.1.12, Hr(Y,Ω•Y (log ΣY )) ' ⊕p+q=rHq(Y,Ωp
Y (log ΣY )). Therefore

Hq(Y,Ωp
Y (log ΣY )) = 0 for p+ q > dimY.

The cyclic group of order r acts on Hq(Y,Ωp
Y (log ΣY )), with eigenspace decomposition

⊕r−1
i=0H

q(X,Ωp
X(log Σ)⊗OX(biT c)).

Therefore Hq(X,Ωp
X(log Σ)⊗OX(bT c)) = 0.
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4.3.1 Applications

Corollary 4.3.3. Hq(X,Ωp
X(log Σ)⊗OX(−Σ−bT c)) = 0 for p+q < dimX. In particular,

Hq(X,OX(−Σ− bT c)) = 0 for all q < dimX.

Proof. This is the dual form of Theorem 4.3.2, using Serre duality and the isomorphism
(Ωp

X(log Σ))∨ ' ΩdimX−p
X (log Σ)⊗OX(−KX − Σ).

For T = 0, we obtain Hq(X, IΣ ⊗ Ωp
X(log Σ)) = 0 for all p + q < dimX. In particular,

Hq(X, IΣ) = 0 for all q < dimX.

Corollary 4.3.4. The homomorphism Hq(X,Ωp
X⊗OX(−bT c))→ Hq(Σ, Ω̃p

Σ⊗OΣ(−bT c))
is bijective for p+ q < dim Σ and injective for p+ q = dim Σ.

Proof. Denote Kpq = Hq(X,Ωp
X(log Σ) ⊗ OX(−Σ − bT c)). The short exact sequence of

Lemma 4.1.13 induces a long exact sequence in cohomology

Kpq → Hq(X,Ωp
X ⊗OX(−bT c)) αqp→ Hq(Σ, Ω̃p

Σ ⊗OΣ(−bT c))→ Kp,q+1

By Corollary 4.3.3, αqp is bijective for q + 1 < dimX − p, and injective for q + 1 =
dimX − p.

Corollary 4.3.5 (Weak Lefschetz). The restriction homomorphism Hr
DR(X/k)→ Hr

DR(Σ/k)
is bijective for r < dim Σ and injective for r = dim Σ.

Proof. Set T = 0. The homomorphism Hq(X,Ωp
X) → Hq(Σ, Ω̃p

Σ) is bijective for p + q <
dim Σ and injective for p+q = dim Σ. The Hodge to de Rham spectral sequence degenerates
at E1, for X/k by [17, Theorem 5.5] and for Σ/k by Theorem 4.1.9, and is compatible with
the maps above.

Corollary 4.3.6. Suppose Supp{T} = Σ. Then Hq(X,Ωp
X(log Σ)⊗OX(bT c)) = 0 for all

p+ q 6= dimX.

Proof. For p + q > dimX, this follows from above. For p + q < dimX, apply the dual
form to −T , using −Σ− b−T c = bT c.

Corollary 4.3.7. Suppose X \ Supp{T} is contained in an affine open subset of X. Then
Hq(X,OX(bT c)) = 0 for q < dimX.

Theorem 4.3.8 (Akizuki-Nakano). Let X be projective non-singular variety. Let L be an
ample divisor. Then Hq(X,Ωp

X(L)) = 0 for p + q > dimX. Dually, Hq(X,Ωp
X(−L)) = 0

for p+ q < dimX.

Proof. There exists r ≥ 1 such that the general member Y ∈ |rL| is non-singular. Set
T = L − 1

r
Y and Σ = Y . Then T ∼Q 0, Supp{T} = Σ and X \ Σ is affine. We also have

bT c = L− Y . By Theorem 4.3.2, we obtain

Hq(X,Ωp
X(log Y )⊗OX(L− Y )) = 0 for p+ q > dimY.
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The short exact sequence of Lemma 4.1.13, tensored by L, gives an exact sequence

Hq(X,Ωp
X(log Y )(L− Y ))→ Hq(X,Ωp

X(L))→ Hq(Y,Ωp
Y (L)).

Let p + q > dimX. The first term is zero from above, and the third is zero by induction.
Therefore Hq(X,Ωp

X ⊗OX(L)) = 0.

Corollary 4.3.9 (Kodaira). Let X be projective non-singular variety. Let L be an ample
divisor on X. Then Hq(X,OX(KX + L)) = 0 for q > 0.

4.4 Log pairs

A log pair (X,B) consists of a normal algebraic variety X, endowed with an R-Weil divisor
B such that KX +B is R-Cartier. If B is effective, we call (X,B) a log variety.

A contraction f : X → Y is a proper morphism such that the natural homomorphism
OY → f∗OX is an isomorphism.

4.4.1 Totally canonical locus

Let (X,B) be a log pair. Let µ : X ′ → X be a birational contraction such that (X ′,Exc(µ)∪
Suppµ−1

∗ B) is log smooth. Let

µ∗(KX +B) = KX′ +BX′

be the induced log pair structure on X ′. We say that µ : (X ′, BX′) → (X,B) is a log
crepant birational contraction.

For a prime divisor E on X ′, 1−multE(BX′) is called the log discrepancy of (X,B) in
the valuation of k(X) defined by E, denoted a(E;X,B) (see [4] for example).

Define an open subset of X by the formula U = X \µ(Supp(BX′)
>0). The definition of

U does not depend on the choice of µ, by the following

Lemma 4.4.1. Let µ : (X ′, B′) → (X,B) be a log crepant proper birational morphism of
log pairs with log smooth support. Then µ(SuppB′>0) = SuppB>0.

Proof. First, we claim that B′ ≤ µ∗B. Indeed, X is non-singular, so KX′−µ∗KX is effective
µ-exceptional. From µ∗(KX +B) = KX′ +B′ we obtain

µ∗B −B′ = KX′ − µ∗KX ≥ 0.

To prove the statement, denote U = X \ Supp(B>0). Then B|U ≤ 0. The claim for
µ|µ−1(U) : (µ−1(U), B′|µ−1(U)) → (U,B|U) gives B′|µ−1(U) ≤ 0. Therefore µ(SuppB′>0) ⊆
SuppB>0. For the opposite inclusion, note that SuppB>0 has codimension one. Let E
be a prime in SuppB>0. Since µ is an isomorphism in a neighbourhood of the generic
point of E, E also appears as a prime on X ′ and multE(B′) = multE(B) > 0. Therefore
E ⊆ µ(SuppB′>0).
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We call U the totally canonical locus of (X,B). It is the largest open subset U of X
with the property that every geometric valuation over U has log discrepancy at least 1
with respect to (U,B|U). We have

X \ (Sing(X) ∪ Supp(B>0)) ⊆ U ⊆ X \ Supp(B>0).

The first inclusion implies that U is dense in X. The second inclusion is an equality if
(X, SuppB) is log smooth.

4.4.2 Non-log canonical locus

Let (X,B) be a log pair with log smooth support. Write B =
∑

E bEE, where the sum
runs after the prime divisors of X. Define

N(B) =
∑
bE<0

bbEcE +
∑
bE>1

(dbEe − 1)E.

Then N(B) is a Weil divisor. There exists a unique decomposition N(B) = N+ − N−,
where N+, N− are effective divisors with no components in common. Then Supp(N+) =
Supp(B>1) and Supp(N−) = Supp(B<0). We have

bB>1c −N+ =
∑

0<bE∈Z

E.

In particular N+ ≤ bB>1c, and the two divisors have the same support. Denote

∆(B) = B −N(B).

We have ∆(B) =
∑

bE<0{bE}E +
∑

bE>0(bE + 1− dbEe)E. The following properties hold:

1) The coefficients of ∆(B) belong to the interval [0, 1]. They are rational if and only if
the coefficients of B are.

2) Supp(∆(B)) = Supp(B>0)∪∪0>bE /∈ZE. In particular, (X,∆(B)) is a log variety with
log canonical singularities and log smooth support.

3) multE ∆(B) = 1 if and only if multE B ∈ Z>0.

Lemma 4.4.2. Let µ : (X ′, B′) → (X,B) be a log crepant birational contraction of log
pairs with log smooth support. Then µ∗N(B)−N(B′) is an effective µ-exceptional divisor.
In particular,

OX(−N(B)) = µ∗OX′(−N(B′)).

Proof. The operation B 7→ N(B) is defined componentwise, so µ∗N(B)−N(B′) is clearly
µ-exceptional. Decompose B = ∆ + N and B′ = ∆′ + N ′. From µ∗(K + B) = KX′ + B′

we deduce
µ∗N −N ′ = KX′ + ∆′ − µ∗(K + ∆).
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In particular, let E be a prime divisor on X ′. And mE = multE(µ∗N −N ′). Then

mE = a(E;X,∆)− a(E;X ′,∆′).

Since (X,∆) has log canonical singularities and ∆′ is effective, we obtain

mE ≥ 0− 1 ≥ −1.

If mE > −1, then mE ≥ 0, as it is an integer. Else, mE = −1. In this case a(E;X,∆) = 0
and a(E;X ′,∆′) = 1. From a(E;X,∆) = 0, we deduce that µ(E) is the transverse
intersection of some components of ∆ with coefficient 1. That is µ(E) is the transverse
intersection of some components of B with coefficients in Z≥1. In particular, B ≥ ∆ near
the generic point of µ(E). We deduce

0 = a(E;X,∆) ≥ a(E;X,B) = a(E;X ′, B′)

That is multE B
′ ≥ 1. Then multE ∆′ > 0, so a(E;X ′,∆′) = 1 − multE ∆′ < 1. Contra-

diction.

Definition 4.4.3. Let (X,B) be a log variety. Let µ : (X ′, BX′)→ (X,B) be a log crepant
log resolution. Define

I = µ∗OX′(−N(BX′)).

The coherent OX-module I is independent of the choice of µ, by Lemma 4.4.2. Since B is
effective, the divisor N(BX′)

− = −bB<0
X′ c is µ-exceptional. Therefore

I ⊆ µ∗OX′(N(BX′)
−) = OX .

We call I the ideal sheaf of the non-log canonical locus of (X,B). It defines a closed
subscheme (X,B)−∞ of X by the short exact sequence

0→ I → OX → O(X,B)−∞ → 0.

We call (X,B)−∞ the locus of non-log canonical singularities of (X,B). It is empty if and
only if (X,B) has log canonical singularities. The complement X \ (X,B)−∞ is the largest
open subset on which (X,B) has log canonical singularities.

Remark 4.4.4. We introduced in [3] another scheme structure on the locus of non-log
canonical singularities of a log variety (X,B). The two schemes have the same support,
but their structure sheaves usually differ. To compare them, consider a log crepant log
resolution µ : (X ′, BX′)→ (X,B). Define

N s = bB 6=1
X′ c = N(BX′) +

∑
multE(BX′ )∈Z>1

E.

Denote BX′ =
∑

E bEE. Then N s − N(BX′) =
∑

bE∈Z>1
E and bBX′c − N s =

∑
bE=1E.

In particular
N ≤ N s ≤ bBX′c.
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We obtain inclusions of ideal sheaves µ∗OX′(−N) ⊇ µ∗OX′(−N s) ⊇ µ∗OX′(−bBX′c).
Equivalently, we have closed embeddings of subschemes of X

Y ↪→ Y s ↪→ LCS(X,B),

where Y s is the scheme structure introduced in [3] and LCS(X,B) is the subscheme struc-
ture on the non-klt locus of (X,B).

Consider for example the log variety (A2, 2H1 + H2), where H1, H2 are the coordinate
hyperplanes. The above inclusions are

H1 ↪→ 2H1 ↪→ 2H1 +H2.

Lemma 4.4.5. Let µ : (X ′, B′) → (X,B) be a log crepant birational contraction of log
pairs with log smooth support. Then µ∗bB 6=1c−bB 6=1

X′ c is an effective µ-exceptional divisor.
In particular,

OX(−bB 6=1c) = µ∗OX′(−bB 6=1
X′ c).

Proof. The operation B 7→ bB 6=1c is defined componentwise, so µ∗bB 6=1c−bB 6=1
X′ c is clearly

µ-exceptional. The equality µ∗(K +B) = KX′ +BX′ becomes

µ∗bB 6=1c − bB 6=1
X′ c = KX′ +B=1

X′ + {B 6=1
X′ } − µ

∗(K +B=1 + {B 6=1}).

Consider the multiplicity of the left hand side at a prime on X ′. It is an integer. The right
hand side is ≥ −1. If > −1, it is ≥ 0. Suppose it equals −1. This implies a(E;X,B=1 +
{B 6=1}) = 0. Then a(E;X,B=1) = 0 and B = B=1 near the generic point of µ(E). Then
a(E;X ′, BX′) = 0. Then the difference is zero. Contradiction.

4.4.3 Lc centers

Lemma 4.4.6. Let (X,B) be a log variety with log canonical singularities. Let D be an
effective R-Cartier R-divisor on X, let Z be the union of lc centers of (X,B) contained in
SuppD, with reduced structure. Then (X,B + εD)−∞ = Z for 0 < ε� 1.

Proof. Let µ : X ′ → X be a resolution of singularities such that (X ′, SuppBX′∪Suppµ∗D)
is log smooth, where µ∗(KX + B) = KX′ + BX′ , and µ−1(Z) has pure codimension one.
We have µ∗(KX +B + εD) = KX′ +BX′ + εµ∗D. Denote

Σ′ =
∑

multE(BX′ )=1,µ(E)⊆Z

E.

Since the coefficients of BX′ are at most 1, for 0 < ε� 1 we obtain the formula

N(BX′ + εµ∗D) = b(BX′)
<0c+

∑
multE(BX′ )=1,µ(E)⊆SuppD

E

= b(BX′)
<0c+ Σ′.
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Denote A = −b(BX′)
<0c, an effective µ-exceptional divisor on X ′. Consider the com-

mutative diagram with exact rows

0 // µ∗OX′(A− Σ′) // µ∗OX′(A) r // µ∗OΣ′(A|Σ′) ∂ // R1µ∗OX′(A− Σ′)

0 // IZ //

α

OO

OX //

β

OO

OZ //

γ

OO

0

We claim that ∂ = 0. Indeed, denote B′ = {B<0
X′ }+B>0

X′ −Σ′. Then A−Σ′ ∼R KX′+B
′

over X, (X ′, B′) has log canonical singularities, and µ(C) * Z for every lc center C of
(X ′, B′). The sheaf µ∗OΣ′(A|Σ′) is supported by Z, so the image of ∂ is supported by Z.
Suppose by contradiction that ∂ is non-zero. Let s be a non-zero local section of Im ∂.
By [3, Theorem 3.2.(i)], (X ′, B′) admits an lc center C such that µ(C) ⊆ Supp(s). Since
Supp(s) ⊆ Z, we obtain µ(C) ⊆ Z, a contradiction.

Since A is effective and µ-exceptional, β is an isomorphism. The map γ is injective.
Since r is surjective, γ is also surjective, hence an isomorphism. We conclude that α is an
isomorphism. That is IZ = µ∗OX′(−N(BX′ + εµ∗D)) = I(X,B+εD)−∞ .

4.5 Injectivity for log varieties

Theorem 4.5.1. Let (X,B) be a proper log variety with log canonical singularities. Let
U be the totally canonical locus of (X,B). Let L be a Cartier divisor on X such that
L ∼R K +B. Then the restriction homomorphism

H1(X,OX(L))→ H1(U,OU(L|U))

is injective.

Proof. Let µ : X ′ → X be a birational contraction such that X ′ is non-singular, the ex-
ceptional locus Excµ has codimension one, and Excµ∪Supp(µ−1

∗ B) has normal crossings.
We can write

KX′ + µ−1
∗ B + Excµ = µ∗(K +B) + A,

with A supported by Excµ. Since (X,B) has log canonical singularities, A is effective.
Denote B′ = µ−1

∗ B + Excµ− {A} and L′ = µ∗L+ bAc. We obtain

L′ ∼R KX′ +B′.

Denote U ′ = X ′ \ B′. We claim that U ′ ⊆ µ−1(U). Indeed, this is equivalent to the
inclusion

Supp(B′) ⊇ µ−1µ(SuppB>0
X′ ).

By Zariski’s Main Theorem, Excµ = µ−1(X \ V ), where V is the largest open subset
of X such that µ is an isomorphism over V . Over X \ V , the inclusion is clear since
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Excµ ⊆ SuppB′. Over V , µ is an isomorphism and the inclusion becomes an equality.
This proves the claim.

Since A is effective and µ∗A = 0, we have OX(L)
∼→µ∗OX′(L′). From U ′ ⊆ µ−1(U) we

obtain a commutative diagram

H1(X ′,OX′(L′)) α′ // H1(U ′,OU ′(L′|U ′))

H1(X,OX(L)) α //

β

OO

H1(U,OU(L|U))

OO

By Theorem 4.2.3, α′ is injective. Since OX(L) = µ∗OX′(L′), Lemma 4.1.2 implies that β
is injective. Then α′ ◦ β is injective. The diagram is commutative, so α is injective.

Corollary 4.5.2. In the assumptions of Theorem 4.5.1, let D be an effective Cartier divisor
such that Supp(D) ∩ U = ∅. Then we have a short exact sequence

0→ Γ(X,OX(L))→ Γ(X,OX(L+D))→ Γ(D,OD(L+D))→ 0.

Proof. Consider the commutative diagram

H1(X,OX(L)) α //

β
��

H1(X,OX(L+D))

��
H1(U,OU(L|U))

γ // H1(U,OU((L+D)|U))

Since D is disjoint from U , γ is an isomorphism. Since β is injective, we obtain that γ ◦β is
injective. Therefore α is injective. The long exact sequence induced in cohomology by the
short exact sequence 0→ OX(L)→ OX(L+D)→ OD(L+D)→ 0 gives the claim.

4.5.1 Applications

Let (X,B) be a proper log variety with log canonical singularities, let L,H be Cartier
divisors on X.

Corollary 4.5.3. Suppose L ∼R KX +B. Suppose the totally canonical locus of (X,B) is
contained in some affine open subset U ′ ⊆ X. Then H1(X,OX(L)) = 0.

Proof. Let U be the totally canonical locus of (X,B). The restriction homomorphism
H1(X,OX(L)) → H1(U,OU(L|U)) is injective. It factors through H1(U ′,OU ′(L|U ′)) = 0,
hence it is zero. Therefore H1(X,OX(L)) = 0.

Corollary 4.5.4. Let L ∼R KX + B. Let H be a Cartier divisor on X such that the
linear system |nH| is base point free for some positive integer n. Let m0 ≥ 1 and s ∈
Γ(X,OX(m0H)) such that s|C 6= 0 for every lc center of (X,B). Then the multiplication

⊗s : H1(X,OX(L+mH))→ H1(X,OX(L+ (m+m0)H))

is injective for m ≥ 1.
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Proof. Let D be the zero locus of s. There exists a rational number 0 < ε < 1
m0

such that
(X,B + εD) has log canonical singularities. We have

L+mH ∼R KX +B + εD + (m− εm0)H.

There exists n ≥ 1 such that the linear system |n(m − εm0)H| has no base points. Let
Y be a general member, and denote B′ = B + εD + 1

n
Y . Then (X,B′) has log canonical

singularities, SuppD ⊆ SuppB′ and

L+mH ∼R KX +B′

Since Supp(D) is disjoint from the totally canonical locus of (X,B′), Corollary 4.5.2 gives
the injectivity of H1(X,L+mH)→ H1(X,L+mH +D).

Corollary 4.5.5. Let V ⊆ Γ(X,OX(H)) be a vector subspace such that V ⊗kOX → OX(H)
is surjective. If L ∼R K +B + tH and t > dimk V , then the multiplication map

V ⊗k Γ(X,OX(L−H))→ Γ(X,OX(L))

is surjective.

Proof. We use induction on dimV . If dimV = 1, then V = kϕ, with ϕ : OX
∼→OX(H).

Then ⊗ϕ : OX(L−H)→ OX(L) is an isomorphism, so the claim holds.
Let dimV > 1. Let ϕ ∈ V be a general element, let Y = (ϕ) + H. Then the claim is

equivalent to the surjectivity of the homomorphism

V |Y ⊗ Γ(X,OX(L−H))|Y → Γ(X,OX(L))|Y

where Γ(X,F)|Y denotes the image of the restriction map Γ(X,F)→ Γ(Y,F ⊗OY ), and
V |Y is the image of V under this restriction for F = OX(H).

Assuming Γ(X,OX(L−H))|Y = Γ(Y,OY (L)) and Γ(X,OX(L−H))|Y = Γ(Y,OY (L−
H)), we prove the claim as follows: we have L ∼R KX +B+Y + (t− 1)H. By adjunction,
using that Y is general, we have L|Y ∼R KY +B|Y +(t−1)H|Y , (Y,B|Y ) has log canonical
singularities, and t − 1 > dimV − 1 = dimV |Y . Therefore V |Y ⊗ Γ(Y,OY (L − H)) →
Γ(Y,OY (L)) is surjective by induction.

It remains to show that Γ(X,OX(L))→ Γ(Y,OY (L)) and Γ(X,OX(L−H))→ Γ(Y,OY (L−
H)) are surjective. Consider the second homomorphism. We have

L− Y ∼R KX +B + (t− 1)H = KX +B + εY + (t− 1− ε)H.

Since Y is general, (X,B + εY ) has log canonical singularities for 0 < ε � 1. Since H is
free, we deduce that L − Y ∼R KX + B′ with (X,B′) having log canonical singularities,
and Y ⊆ SuppB′. By Corollary 4.5.2, Γ(X,OX(L)) → Γ(Y,OY (L)) is surjective. The
surjectivity of the other homomorphism is proved in the same way.
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4.6 Restriction to the non-log canonical locus

Let (X,B) be a proper log variety, and L a Cartier divisor on X such that L ∼R KX +B.
Suppose the locus of non-log canonical singularities Y = (X,B)−∞ is non-empty.

Lemma 4.6.1. Suppose (X, SuppB) is log smooth.

1) The long exact sequence induced in cohomology by the short exact sequence

0→ IY (L)→ OX(L)→ OY (L)→ 0

breaks up into short exact sequences

0→ Hq(X, IY (L))→ Hq(X,OX(L))→ Hq(Y,OY (L))→ 0 (q ≥ 0).

2) Let E be a prime divisor on X such that multE B = 1. The long exact sequence
induced in cohomology by the short exact sequence

0→ IY (L− E)→ OX(L− E)→ OY (L− E)→ 0

breaks up into short exact sequences

0→ Hq(X, IY (L− E))→ Hq(X,OX(L− E))→ Hq(Y,OY (L− E))→ 0 (q ≥ 0).

Proof. 1) Let N = N(B), so that IY = OX(−N). We have L − N ∼R KX + ∆ and N is
supported by ∆. By Remark 4.2.6, the natural map Hq(X,OX(L−N))→ Hq(X,OX(L))
is injective for all q.

2) We have L−E ∼R KX +B −E and (X,B −E)−∞ = (X,B)−∞ = Y . Therefore 2)
follows from 1).

Theorem 4.6.2 (Extension from non-lc locus). We have a short exact sequence

0→ Γ(X, IY (L))→ Γ(X,OX(L))→ Γ(Y,OY (L))→ 0.

Proof. Let µ : (X ′, BX′) → (X,B) be a log crepant log resolution. Let N(BX′) = N =
N+ −N− and ∆ = BX′ −N(BX′). We have

µ∗L−N ∼R KX′ + ∆

and N+ is supported by ∆. By Remark 4.2.6, we obtain for all q short exact sequences

0→ Hq(X ′,OX′(µ∗L−N))→ Hq(X ′,OX′(µ∗L+N−))→ Hq(N ′,ON+(µ∗L+N−))→ 0

By definition, IY = µ∗OX′(−N). Thus IY (L) = µ∗OX′(µ∗L − N), and we obtain a
commutative diagram

Hq(X ′,OX′(µ∗L+N− −N+))
γq // Hq(X ′,OX′(µ∗L+N−))

Hq(X, IY (L)) αq //

βq

OO

Hq(X,OX(L))

OO

From above, γq is injective. By Lemma 4.1.2, β1 is injective. Therefore γ1 ◦β1 is injective.
Therefore α1 is injective, which is equivalent to our statement.



4.6. RESTRICTION TO THE NON-LOG CANONICAL LOCUS 119

4.6.1 Applications

The first application was first stated by Shokurov, who showed that it follows from the
Log Minimal Model Program and Log Abundance in the same dimension (see the proof
of [59, Lemma 10.15]).

Theorem 4.6.3 (Global inversion of adjunction). Let (X,B) be a proper connected log
variety such that KX + B ∼R 0. Suppose Y = (X,B)−∞ is non-empty. Then Y is
connected, and intersects every lc center of (X,B).

Proof. By Theorem 4.6.2, we have a short exact sequence

0→ Γ(X, IY )→ Γ(X,OX)→ Γ(Y,OY )→ 0.

We have 0 = Γ(X, IY ), k
∼→Γ(X,OX). Therefore k

∼→Γ(Y,OY ), so Y is connected.
Let C be a log canonical center of (X,B). Let µ : (X ′, BX′)→ (X,B) be a log resolution

such that µ−1(C) has codimension one. Let Σ be the part of B=1
X′ contained in µ−1(C). We

have µ(Σ) = C. Let B′ = BX′ − Σ and N = N(B′) = N(BX′). We have

−Σ−N ∼R KX′ + ∆(B′)

The boundary ∆(B′) supports N+. By Remark 4.2.6, we obtain a surjection

Γ(X ′,OX′(−Σ +N−))→ Γ(N+,ON+(−Σ +N−)).

We have Γ(X ′,OX′(−Σ + N−)) ⊆ Γ(X, IC) = 0. Therefore Γ(X ′,OX′(−Σ + N−)) = 0.
We obtain Γ(N+,ON+(−Σ +N−)) = 0. Since

0 = Γ(N+,ON+(−Σ +N−)) ⊆ Γ(N+,ON+(N−)) 6= 0,

we infer Σ ∩N+ 6= ∅. This implies C ∩ Y 6= ∅.

The next application is a corollary of [3, Theorem 4.4.], if H is Q-ample.

Theorem 4.6.4 (Extension from lc centers). Let (X,B) be a proper log variety with log
canonical singularities. Let L be a Cartier divisor on X such that H = L− (KX +B) is a
semiample Q-divisor. Let m0 ≥ 1, D ∈ |m0H|, and denote by Z the union of lc centers of
(X,B) contained in SuppD. Then the restriction homomorphism

Γ(X,OX(L))→ Γ(Z,OZ(L))

is surjective.

Proof. By Lemma 4.4.6, there exists ε ∈ (0, 1) ∩ Q such that (X,B + εD)−∞ = Z. Let
m1 ≥ 1 such that the linear system |m1H| has no base points. Let D′ ∈ |m1H| be a general
member. Then (X,B + εD + ( 1

m1
− ε

m0m1
)D′)−∞ = Z and

L ∼Q KX +B + εD + (
1

m1

− ε

m0m1

)D′.

By Theorem 4.6.2, Γ(X,OX(L))→ Γ(Z,OZ(L)) is surjective.
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Corollary 4.6.5. Let (X,B) be a proper log variety with log canonical singularities such
that the linear system |m1(KX + B)| has no base points for some m1 ≥ 1. Let m0 ≥ 1,
D ∈ |m0(KX+B)|, and denote by Z the union of lc centers of (X,B) contained in SuppD.
Then

Γ(X,OX(mKX +mB))→ Γ(Z,OZ(mKX +mB))

is surjective for every m ≥ 2 such that mKX +mB is Cartier.

Proof. Apply Theorem 4.6.4 to m(KX +B) = KX +B + (m− 1)(KX +B).



Chapter 5

Vanishing theorems for GNC log
varieties

The birational classification of complex manifolds rests on vanishing theorems for Cartier
divisors of the form L ∼Q KX +B, where (X,B) is a log smooth variety (i.e. X is a smooth
complex variety and B =

∑
i biEi is a boundary with coefficients bi ∈ Q ∩ [0, 1], such that∑

iEi is a normal crossings divisor on X). In the order in which one may prove these van-
ishing theorems, they are Esnault-Viehweg injectivity, Tankeev-Kollár injectivity, Kollár’s
torsion freeness, Ohsawa-Kollár vanishing, Kawamata-Viehweg vanishing. The injectivity
theorems imply the rest. Modulo cyclic covering tricks and Hironaka’s desingularization,
the injectivity theorems are a direct consequence of the E1-degeneration of the Hodge to
de Rham spectral sequence associated to an open manifold.

To study the category of log smooth varieties, it is necessary to enlarge it to allow
certain non-normal, even reducible objects, which appear in inductive arguments in the
study of linear systems, or in compactification problems for moduli spaces of manifolds.
The smallest such enlargement is the category of normal crossings log varieties (X,B),
which may be thought as glueings of log smooth varieties, in the simplest possible way. By
definition, they are locally analytically isomorphic to the local model 0 ∈ X = ∪i∈I{zi =
0} ⊂ AN , endowed with the boundary B =

∑
j∈J bj{zj = 0}|X , where I, J are disjoint

subsets of {1, . . . , N} and bj ∈ Q∩[0, 1]. Since X has Gorenstein singularities, the dualizing
sheaf ωX is an invertible OX-module. We denote by KX a Cartier divisor on X such
that ωX ' OX(KX). By definition, B is Q-Cartier. Normal crossings varieties are build
up of their lc centers, closed irreducible subvarieties, which on the local analytic model
correspond to (unions of) affine subspaces ∩i∈I′{zi = 0} ∩ ∩j∈J ′{zj = 0} ⊂ AN , where
I ′ ⊂ I is a non-empty subset, and J ′ ⊂ {j ∈ J ; bj = 1} is a possibly empty subset. For
example, the irreducible components of X are lc centers of (X,B). Inside the category of
normal crossings log varieties, log smooth varieties are exactly those with normal ambient
space. The aim of this chapter is to show that the above mentioned vanishing theorems
remain true in the category of normal crossings varieties.

Theorem 5.0.6. Let (X,B) be a normal crossings log variety, L a Cartier divisor on X,

121
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and f : X → Y a proper morphism.

1) (Esnault-Viehweg injectivity) Suppose L ∼Q KX+B. Let D be an effective Cartier di-
visor supported by B. Then the natural homomorphisms Rqf∗OX(L)→ Rqf∗OX(L+
D) are injective.

2) (Tankeev-Kollár injectivity) Suppose L ∼Q KX +B+H, where H is an f -semiample
Q-divisor. Let D be an effective Cartier divisor which contains no lc center of
(X,B), and such that D ∼Q uH for some u > 0. Then the natural homomorphisms
Rqf∗OX(L)→ Rqf∗OX(L+D) are injective.

3) (Kollár’s torsion freeness) Suppose L ∼Q KX + B. Let s be a local section of
Rqf∗OX(L) whose support does not contain f(C), for every lc center C of (X,B).
Then s = 0.

4) (Ohsawa-Kollár vanishing) Let g : Y → Z be a projective morphism. Suppose L ∼Q
KX+B+f ∗A, where A is a g-ample Q-Cartier divisor on Y . Then Rpg∗R

qf∗OX(L) =
0 for p 6= 0.

The notation L ∼Q M means that there exists a positive integer r such that both rL
and rM are Cartier divisors, and OX(rL) ' OX(rM). Kawamata-Viehweg vanishing is
the case dimZ = 0 of the Ohsawa-Kollár vanishing.

Theorem 5.0.6.2)-4) was proved by Kawamata [38] if B has coefficients strictly less than
1, and it was proved for embedded normal crossings varieties (X,B) in [3, Section 3]. We
remove the global embedded assumption in this chapter, as expected in [3, Remark 2.9].
Theorem 5.0.6.1) is implicit in the proof of [3, Theorem 3.1], in the case when (X,B) is
embedded normal crossings and D is supported by the part of B with coefficients strictly
less than 1, which is the original setting of Esnault and Viehweg. We observed in [5] that the
same results holds if (X,B) is log smooth and D is supported by B, and Theorem 5.0.6.1)
extends [5] to the normal crossings case.

Theorem 5.0.6 is proved by reduction to the log smooth case. There are two known
methods of proof. Let X̄ → X be the normalization, let Xn = (X̄/X)n+1 for n ≥ 0. With
the natural projections and diagonals, we obtain a simplicial algebraic variety X•, together
with a natural augmentation ε : X• → X. The key point is that each Xn is smooth, so
we may really think of ε as a resolution of singularities. The method in [38] is to use the
descent spectral sequence to deduce a statement on X from the same statement on each
Xn. The method in [3] is to lift the statement from X to a statement on X•, and imitate
the proof used in the log smooth case in this simplicial setting. In this chapter we use the
method in [38]. The new idea is an adjunction formula

(KX +B)|Xn ∼Q KXn +Bn,

for a suitable log smooth structure (Xn, Bn), for each n. Moreover, (Xn, Bn) glue to a log
smooth simplicial variety. To achieve this, we observe that each irreducible component of
Xn is the normalization of some lc center of (X,B). Then the adjunction formula follows
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from the theory of residues for normal crossings varieties developed in Chapter 3. To
construct residues for normal crossings varieties we have to deal with slightly more general
singularities, namelygeneralized normal crossings log varieties. The motivation for this
enlargement, is that if X has normal crossings singularities, then SingX may not have
normal crossings singularities. But if X has generalized normal crossings singularities,
so does SingX. We actually prove Theorem 5.0.6 in the category of generalized normal
crossings singularities (Theorems 5.3.2, 5.3.4, 5.3.5, 5.3.6). The same proof works in the
category of normal crossings log varieties, provided their residues to lc centers are taken for
granted. Note that generalized normal crossings singularities in our sense are more general
than those defined by Kawamata [38]. For example, every seminormal curve is generalized
normal crossings.

To illustrate how generalized normal crossings appear, let us consider two examples
of residues. First, consider the log smooth variety (A2, H1 + H2), where H1, H2 are the
standard hyperplanes, intersecting at the origin 0. We want to perform adjunction from
(A2, H1 + H2) to its lc center 0. We may first take residue onto H1, and end up with the
log structure (H1, 0), and then take residue from (H1, 0) to 0. But we may also restrict to
(H2, 0), and then to 0. The two chains of residues do not coincide; they differ by −1. Since
an analytic isomorphism interchanges the two hyperplanes, none of the above compositions
of residues is canonical. But they become canonical if raised to even powers. We obtain a
canonical residue isomorphism

Res
[2]

A2→0 : ωA2(logH1 +H2)⊗2|0
∼→ω⊗2

0

Now we construct the same residue isomorphism, without coordinates. Denote C = H1 +
H2. Let ωC be the sheaf whose sections are rational differential forms which are regular
outside 0, and on the normalization H1tH2 of C induce forms with logarithmic poles along
the two points O1, O2 above the origin, and have the same residues at O1, O2. One checks
that ωC is an invertible OC-module. The residues from A2 to the irreducible components
of normalization of C glue to a residue isomorphism

Res
[2]

A2→C : ωA2(logC)⊗2|C
∼→ω⊗2

C .

Since the forms of ωC have the same residues above the origin, we also obtain a residue
isomorphism

Res
[2]
C→0 : ω⊗2

C |0
∼→ω⊗2

0 .

The composition Res
[2]
C→0 ◦Res

[2]

A2→C is exactly Res
[2]

A2→0. It is intrinsic, independent of the
choice of coordinates, or analytic isomorphisms. Note that ωC differs from the Rosenlicht
dualizing sheaf ΩC , but ω⊗mC = Ω⊗mC for m ∈ 2Z (at the origin, the local generator for ωC
is (dz1

z1
, dz2
z2

), and for ΩC is (dz1
z1
,−dz2

z2
)).

Second, let S be the normal crossings surface (xyz = 0) ⊂ A3, set B = 0. We want to
perform adjunction from S to its lc center the origin. As above, we may first restrict to
a plane, then to a line, and then to the origin. There are several choices of chains, which
coincide up to a sign. If we raise to an even power, we obtain residue isomorphisms from
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S to 0. These are invariant under analytic isomorphisms, since we can also define them in
the following invariant way. Let C = SingS. Then C is the union of coordinate axis in
A3, a seminormal curve which is not Gorenstein. The usual dualizing sheaf is useless in
this situation. We may define ωC as above (requiring same residues over the origin), and
then ωC is an invertible OC-module (at the origin, the local generator is (dz1

z1
, dz2
z2
, dz3
z3

)), and
residues from S to the irreducible components of the normalization of C glue to a residue
isomorphism

Res
[2]
S→C : ω⊗2

S |C
∼→ω⊗2

C .

The singular locus of C is 0, and we again obtain a residue isomorphism

Res
[2]
C→0 : ω⊗2

C |0
∼→ω⊗2

0 .

The composition Res
[2]
C→0 ◦Res

[2]
S→C is exactly Res

[2]
S→0, defined from coordinates.

The conclusion we draw from these two examples is that we must redefine the powers
of log canonical sheaf ω

[n]
(X,B) (n ∈ Z) (without dualizing property), and we must allow

singularities which are not normal crossings, but very close. In [8], we constructed residues
for so called n-wlc varieties. Generalized normal crossings varieties are a special case of
n-wlc varieties.

We outline the structure of this chapter. In Section 1, we construct the simplicial
log variety induced by a n-wlc log variety. In Section 2, we define generalized normal
crossings log varieties, and analyze the induced simplicial log variety. In Section 3, we
prove the vanishing theorems. The injectivity theorems are reduced to the smooth case,
using the simplicial log structure induced. The torsion freeness and vanishing theorems are
deduced then by standard arguments. In Section 4, we collect some inductive properties of
generalized normal crossings varieties. The key inductive property is that the LCS-locus
of a generalized normal crossings log variety is again a generalized normal crossings log
variety, for a suitable boundary, and we can perform adjunction onto the LCS-locus. We
hope that in the future one may be able to use these inductive properties to reprove the
vanishing theorems in Section 3.

5.1 Preliminary

All varieties are defined over an algebraically closed field k, of characteristic zero.
A log smooth variety is a pair (X,B), where X is a smooth k-variety and B =

∑
i biEi

is a boundary such that bi ∈ Q ∩ [0, 1] and
∑

iEi is a NC divisor.
We refer the reader to [8] for the definition and basic properties of wlc varieties (X/k,B),

and some special cases: toric and n-wlc. We will remove the fixed ground field k from
notation; for example we denote ω

[n]
(X/k,B) by ω

[n]
(X,B).

Lemma 5.1.1. Let (X ′, BX′) and (X,B) be normal log pairs, let f : (X ′, BX′) → (X,B)
be étale and log crepant. Let Z ′ ⊂ X ′ be a closed irreducible subset. Then Z ′ is an lc center
of (X ′, BX′) if and only if f(Z ′) is an lc center of (X,BX).
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Proof. Cutting f(Z ′) with general hyperplane sections, we may suppose Z ′ is a closed point
P ′. Since f is open, we may replace X by the image of f and suppose f is surjective. After
removing from X ′ the finite set f−1f(P ′) \ P ′, we may also suppose f−1f(P ′) = P ′. Then
the claim follows from [44, page 46, 2.14.(2)].

5.1.1 Simplicial log structure induced by a n-wlc log variety

Let (X,B) be a n-wlc log variety. Let r ∈ (2Z)>0 such that rB has integer coefficients

and ω
[r]
(X,B) is an invertible OX-module. Let π : X̄ → X be the normalization. Then

Xn = (X̄/X)n+1 (n ≥ 0) are the components of a simplicial k-algebraic varietyX•, endowed
with a natural augmentation ε : X• → X.

Proposition 5.1.2. The following properties hold:

a) Each Xn is normal. Let Zn be an irreducible component of Xn. Then εn : Zn →
X is the normalization of an lc center of (X,B). Let (Zn, BZn) be the n-wlc log

variety structure induced by the residue isomorphism Res[r] : ω
[r]
(X,B)|Zn

∼→ω[r]
(Zn,BZn ). Let

(Xn, Bn) = tZn(Zn, BZn) be the induced structure of normal log variety, with n-wlc
singularities (independent of the choice of r). We obtain isomorphisms

Res
[r]
X→Xn : ε∗nω

[r]
(X,B)

∼→ω[r]
(Xn,Bn).

Moreover, each lc center of (X,B) is the image of some lc center of (Xn, Bn).

b) Let ϕ : Xm → Xn be the simplicial morphism induced by an order preserving mor-
phism ∆n → ∆m, for some m,n ≥ 0. It induces a commutative diagram

Xm

εm !!

ϕ // Xn

εn~~
X

Let Zm be an irreducible component of Xm. Then ϕ : Zm → Xn is the normalization
of an lc center of (Xn, Bn). Let Res[r] : ω

[r]
(Xn,Bn)|Zm

∼→ω[r]
(Zm,BZm ) be the induced residue

isomorphism. Let Res[r]
ϕ : ϕ∗ω

[r]
(Xn,Bn)

∼→ω[r]
(Xm,Bm) be the induced isomorphism. Then

Res[r]
ϕ ◦ ϕ∗Res

[r]
X→Xn = Res

[r]
X→Xm .

In particular, ω
[r]
(Xn,Bn) and Res[r]

ϕ form an OX•-module ω
[r]
(X•,B•)

, endowed with an

isomorphism ε∗ω
[r]
(X,B)

∼→ω[r]
(X•,B•)

.

Proof. By [10], we may suppose (X,B) coincides with a local model. That is X =
Spec k[M] is the toric variety associated with a monoidal complex M = (M,∆, (Sσ)σ∈∆),
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X has normal irreducible components, B is an effective boundary supported by invariant
prime divisors at which X is smooth, and (X,B) has wlc singularities.

Let X = ∪FXF be the decomposition into irreducible components, where the union
runs after all facets F of ∆. Let ψ ∈ ∩F 1

r
SF be the log discrepancy function of (X,B). By

assumption, each irreducible component XF is normal. Therefore X̄ = tFXF . We obtain

Xn = tF0,...,FnXF0∩···∩Fn .

Since ψ ∈ F0 ∩ · · · ∩ Fn, each XF0∩···∩Fn is an lc center of (X,B). The toric log structure
induced via residues on XF0∩···∩Fn is that induced by the log discrepancy function ψ ∈
F0 ∩ · · · ∩ Fn.

An lc center of (X,B) is of the form Xγ, with ψ ∈ γ ∈ ∆. If F is a facet of ∆ which
contains γ, then Xγ is also an lc center of the irreducible component (XF∩···∩F , Bn) of
(Xn, Bn). This proves a).

For b), recall that any simplicial morphism is a composition of face morphisms δi : Xn+1 →
Xn and degeneracy morphisms si : Xn → Xn+1. Hence suffices to verify b) for face and
degeneracy morphisms. For our local model, δi embeds XF0∩···∩Fn+1 into XF0∩···F̂i···∩Fn+1

,

and si maps XF0∩···∩Fn isomorphically onto XF0∩···∩Fi∩Fi∩···∩Fn . Then b) holds in our case,
since all log structures involved have the same log discrepancy function ψ.

5.2 GNC log varieties

Recall first some standard notation. The set {1, 2, . . . , N} is denoted by [N ], the k-affine
space ANk has coordinates (zi)i∈[N ], and Hi = {z ∈ AN ; zi = 0} is the standard i-th
hyperplane. For a subset F ⊆ [N ], denote AF = ∩i∈[N ]\F{z ∈ AN ; zi = 0}. It is an affine
space with coordinates (zi)i∈F .

Definition 5.2.1. A GNC (generalized normal crossings) local model is a pair (X,B), of
the following form:

a) X = ∪FAF ⊂ ANk , where the union is indexed after finitely many subsets F ⊆
[N ] (called facets), not contained in one another. We assume X satisfies Serre’s
property S2, that is for any two facets F 6= F ′, there exists a chain of facets F =
F0, F1, . . . , Fl = F ′ such that for every 0 ≤ i < l, Fi∩Fi+1 contains F ∩F ′ and it has
codimension one in both Fi and Fi+1.

b) Denote σ = ∩FF . If σ ≺ τ ≺ F and τ has codimension one in F , then there exists
a facet F ′ such that τ = F ∩ F ′.

c) B = (
∑

i∈σ biHi)|X , where bi ∈ Q∩ [0, 1] and Hi = {z ∈ AN ; zi = 0}. We may rewrite
B =

∑
F

∑
i∈σ biAF\i.

We claim that (X,B) is a toric wlc log variety. Note first that X is the toric variety
Spec k[M] associated to the monoidal complex M = (M,∆, (Sσ)σ∈∆), where M = ZN ,



5.2. GNC LOG VARIETIES 127

∆ is the fan consisting of the cones
∑

i∈F R≥0mi and all their faces, and Sσ = ZN ∩ σ
for σ ∈ ∆. Here m1, . . . ,mN denotes the standard basis of the semigroup NN . Each
irreducible component of X is smooth. The normalization of X is X̄ = tFAF . Denote
ψ =

∑
i∈σ(1− bi)mi. On AF , ψ induces the log structure with boundary

BAF =
∑
i∈F\σ

AF\i +
∑
i∈σ

biAF\i.

Let C̄ ⊂ X̄ be the conductor subscheme. By a), C̄|AF ≤
∑

i∈F\σ AF\i. Equality holds if

and only if b) holds. Therefore

BAF = C̄|AF +
∑
i∈σ

biAF\i = (C̄ + B̄)|AF .

We conclude that the irreducible components of (X̄, C̄ + B̄) have the same log discrep-
ancy function ψ, and therefore (X,B) is a toric wlc log variety, by [8, Proposition 4.10].
Note that X is Q-orientable by [8, Lemma 4.7 and Example 4.8.(2)]. If 2 | r and rbi ∈ Z
for all i ∈ σ, then ω

[r]
(X,B) ' OX . Given a), properties b) and c) are equivalent to

b’) (X, 0) is a toric wlc log variety.

c’) B is a torus-invariant boundary whose support contains no lc center of (X, 0).

The Q-divisors B, B=1, B<1 are Q-Cartier (so is the part of B with coefficients in a
given interval in R).

Example 5.2.2. A NC (normal crossings) local model is a pair (X,B), where X =
∪i∈IHi ⊂ ANk and B = (

∑
i/∈I biHi)|X , where I is a non-empty subset of [N ] and bi ∈

Q∩ [0, 1]. If we set F = [N ] \ i (i ∈ I), we see that (X,B) is a GNC local model. Here we
have σ = [N ] \ I.

Example 5.2.3. Let σ ( [N ], let |σ| ≤ p < N . Let {F} consist of all subsets of [N ] which
have cardinality p, and contain σ. Let bi ∈ Q ∩ [0, 1], for i ∈ σ. Then (X = ∪FAF ⊂
ANk , (

∑
i∈σ biHi)|X) is a GNC local model.

Example 5.2.4. Let X = A12 ∪A23 ∪A34 ⊂ A4
k and B = A1 +A4. Then (X,B) is a toric

wlc log variety (with log discrepancy function ψ = 0), but not a GNC local model.

Definition 5.2.5. A GNC (NC) log variety (X,B) is a wlc log variety such that for every
closed point x ∈ X, there exists a GNC (NC) local model (X ′, B′) and an isomorphism of

complete local k-algebras O∧X,x ' O∧X′,0, such that (ω
[r]
(X,B))

∧
x corresponds to (ω

[r]
(X′,B′))

∧
0 for

r sufficiently divisible.

By [10], there exists a common étale neighborhood

(U, y)
i

zz

i′

$$
(X, x) (X ′, 0)
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and a wlc log variety structure (U,BU) on U such that i∗ω
[n]
(X,B) = ω

[n]
(U,BU ) = i′∗ω

[n]
(X′,B′) for

all n ∈ Z.
It follows that (X, 0) is a GNC (NC) log variety, and B, B=1, B<1 are Q-Cartier

divisors.

Remark 5.2.6. Let (X,B) be a NC log variety. Let ωX be the canonical choice of dualizing
sheaf, defined by Rosenlicht. It is an invertible OX-module, since X is locally complete
intersection. If rB has integer coefficients and r is divisible by 2, then ω⊗rX ⊗ OX(rB) =

ω
[r]
(X,B) (see [8]).

5.2.1 Simplicial log structure induced by a GNC log variety

Let (X,B) be a GNC log variety. Let ε : X• → X be the simplicial resolution induced by
the normalization of X. A GNC log variety is n-wlc. By Proposition 5.1.2, residues induce
a natural simplicial log variety structure (X•, B•). In this case (Xn, Bn) is a disjoint union
of log smooth log varieties, and we have residue isomorphisms

Res
[r]
X→Xn : ε∗nω

[r]
(X,B)

∼→ω[r]
(Xn,Bn)

for r ∈ (2Z)>0 such that rB has integer coefficients.

Lemma 5.2.7. The following properties hold:

1) ε : X• → X is a smooth simplicial resolution, and OX → Rε∗OX• is a quasi-
isomorphism.

2) The lc centers of (X, 0) are the images of the irreducible components of Xn (n ≥ 0).

3) (Xn, Bn) is a log smooth variety, for all n.

4) The support of B contains no lc center of (X, 0), and each ε∗nB is supported by Bn.

Proof. We may suppose (X,B) is a GNC local model. Then

(Xn, Bn) = tF0,...,Fn(AF0∩···∩Fn ,
∑

i∈F0∩···∩Fn

AF0∩···∩Fn\i +
∑
i∈σ

biAF0∩···∩Fn\i).

1) Each Xn is smooth, so ε : X• → X is a smooth simplicial resolution. By [7, Theorem
0.1.b)], OX → Rε∗OX• is a quasi-isomorphism.

2) The log variety (X, 0) has log discrepancy function ψ =
∑

i∈σmi ∈ relintσ. Therefore
its lc centers are Xγ, where σ ≺ γ ∈ ∆. We claim that each such γ is an intersection of
facets of ∆. Indeed, if γ is a facet, the claim holds. Else, choose a facet F which contains
γ. Since γ ( F , γ is the intersection after all codimension one faces τ ≺ F which contain
γ. Each τ contains the core σ. Therefore τ = F ∩ F ′ for some facet F ′, by axiom b) in
the definition of GNC local models. We conclude that γ = F0 ∩ · · · ∩ Fn for some n ≥ 0.
Therefore Xγ appears as an irreducible component of Xn.
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3) This is clear from the explicit formula for (Xn, Bn).
4) The support of B does not contain the core Xσ. Since the image on X of an

irreducible component of Xn does contain Xσ, we obtain that ε∗nB is well Q-Cartier defined
for all n. Moreover,

(Bn − ε∗nB)|AF0∩···∩Fn
=

∑
i∈F0∩···∩Fn

AF0∩···∩Fn\i.

5.3 Vanishing theorems

Lemma 5.3.1. Let (X,B) be a log smooth variety. Let L be a Cartier divisor on X such
that L ∼Q KX + B. Let D be an effective Cartier divisor supported by B. Let f : X → Z
be a proper morphism. Then the natural homomorphisms Rqf∗OX(L)→ Rqf∗OX(L + D)
are injective.

Proof. We may suppose X is irreducible, f is surjective, and Z is affine. Let Z ↪→ AN be
a closed embedding into an affine space. Compactify AN ⊂ PN by adding the hyperplane
at infinity H0. Let Z ′ ⊂ PN be the closure of Z. Let H = H0|Z′ . Then Z ⊂ Z ′ is an open
dense embedding, whose complement H is a hyperplane section.

By Nagata, there exists an open dense embedding X ⊂ X ′′ such that X ′′ is proper.
The induced rational map f : X ′′ 99K Z ′ is regular on X. By Hironaka’s desingularization,
there exists a birational contraction X ′ → X ′′, which is an isomorphism over X, such that
X ′ is smooth and f induces a regular map f ′ : X ′ → Z ′. We may also suppose Σ = X ′ \X
is a NC divisor, and (X ′, B′ + Σ) is log smooth, where B′ =

∑
i bi(Ei)

′ is the closure of B
in X ′ (defined componentwise). We obtained a diagram

X

f
��

// X ′

f ′

��
Z // Z ′

where the vertical arrows are open dense embeddings, Z ′ is projective and X ′ is proper.
The properness of f is equivalent to X = f ′−1(Z), so the diagram is also cartesian.

We represent L by a Weil divisor on X. Let L′ be its closure in X ′. Then L′ ∼Q
KX′ + B′ + N , where N is a Q-divisor supported by Σ. Denote P = L′ − bNc and
∆ = B′ + {N}. Then P ∼Q KX′ + ∆ and (X ′,∆) is log smooth. The closure D′ of D in
X ′ is supported by B′, hence it is supported by ∆.

Let m be a positive integer. Let S be a general member of the free linear system
|f ′∗(mH)|. Then P + f ′∗(mH) ∼Q KX′ + ∆ + S, (X ′,∆ + S) is log smooth, and D′ is
supported by ∆ +S. Denote F = OX′(P ). By Theorem 4.2.3, the natural homomorphism

Hn(X ′,F(f ′
∗
(mH)))→ Hn(X ′,F(f ′

∗
(mH) +D′)) (n ≥ 0)
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is injective. We have the Leray spectral sequence

Epq
2 = Hp(Z ′, Rqf ′∗F(m)) =⇒ Hp+q(X ′,F(f ′

∗
(mH))).

Suppose m is sufficiently large. Serre vanishing gives Epq
2 = 0 if p 6= 0. Therefore we obtain

a natural isomorphism H0(Z ′, Rnf ′∗F(m))
∼→Hn(X ′,F(f ′∗(mH))). By the same argument,

we have a natural isomorphism H0(Z ′, Rnf ′∗F(D′)(m))
∼→Hn(X ′,F(D′ + f ′∗(mH))). The

injective homomorphism above becomes the injective homomorphism

H0(Z ′, Rnf ′∗F(m))→ H0(Z ′, Rnf ′∗F(D′)(m)).

Since OZ′(m) is very ample, this means that Rnf ′∗F → Rnf ′∗F(D′) is injective. But
X = f ′−1(Z), P |X = L, F|X = OX(L) and D′|X = D, so the restriction of this injective
homomorphism to Z is just the injective homomorphism Rnf∗OX(L) → Rnf∗OX(L +
D).

Theorem 5.3.2 (Esnault-Viehweg injectivity). Let (X,B) be a GNC log variety. Let L be

an invertible OX-module such that L⊗r ' ω
[r]
(X,B) for some r ≥ 1 such that rB has integer

coefficients. Let D be an effective Cartier divisor supported by B. Let f : X → Z be a
proper morphism. Then the natural homomorphism Rif∗L → Rif∗L(D) is injective, for
every i.

Proof. We may suppose Z is affine. Denote Σ = SuppB and U = X \ Σ. Since rB is
Cartier, we have an isomorphism lim−→m∈NH

i(X,OX(mrB))
∼→H i(U,L|U). The claim for all

D is thus equivalent to the injectivity of the restriction homomorphisms

H i(X,L)→ H i(U,L|U).

Let ε : X• → X be the smooth simplicial resolution induced by the normalization of X.
Let Σn = ε−1

n (Σ) and Un = Xn \Σn. The restriction ε : U• → U is also a smooth simplicial
resolution. By Lemma 5.2.7, L → Rε∗L• and L|U → Rε∗L•|U• are quasi-isomorphisms.
Therefore the claim is equivalent to the injectivity of the restriction homomorphisms

α : H i(X•,L•)→ H i(U•,L•|U•).

Both spaces are endowed with simplicial filtrations S. The Godement resolutions Lp →
K∗p (p ≥ 0) glue to a simplicial resolution L• → K∗•. Denote Aqp = ΓΣp(Xp,Kqp), Bq

p =
Γ(Xp,Kqp) and Cq

p = Γ(Up,Kqp). The associated simple complexes fit into a short exact
sequence

0→ A→ B → C → 0

which induces in homology the long exact sequence

· · · → H i
Σ•(X•,L•)→ H i(X•,L•)→ H i(U•,L•|U•)→ · · · .

Let S be the simplicial filtration (naive with respect to p) on A,B,C. For each p, the short
exact sequence

0→ ΓΣp(Xp,K∗p)→ Γ(Xp,K∗p)→ Γ(Up,K∗p)→ 0
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is split. That is 0→ E0A→ E0B → E0C → 0 is a split short exact sequence. Passing to
homology, we obtain that 0 → E1A → E1B → E1C → 0 is a split short exact sequence.
Iterating this argument, we conclude that 0 → ErA → ErB → ErC → 0 is a split short
exact sequence, for every r. Therefore 0 → E∞A → E∞B → E∞C → 0 is a short exact
sequence, which induces in homology the long exact sequence

· · · → GrS H
i
Σ•(X•,L•)→ GrS H

i(X•,L•)→ GrS H
i(U•,L•|U•)→ · · · .

Step 1: Hq
Σp

(Xp,Lp)→ Hq(Xp,Lp) is zero for all p, q. Indeed,

L⊗2r
p = L⊗2r|Xp ' ω

[2r]
(X,B)|Xp

∼→ω[2r]
(Xp,Bp),

(Xp, Bp) is a log smooth variety, Up ⊇ Xp \Bp by Lemma 5.2.7.4), and Xp → Z is proper.
By Lemma 5.3.1, Hq(Xp,Lp)→ Hq(Up,Lp|Up) is injective for all p, q. Equivalently,

Hq
Σp

(Xp,Lp)→ Hq(Xp,Lp)

is zero for all p, q.
Step 2: GrS α is injective. Indeed, E1A → E1B is the direct sum of Hq

Σp
(Xp,Lp) →

Hq(Xp,Lp). By Step 1, E1A → E1B is zero. Step by step, we deduce that ErA →
ErB is zero for every r ≥ 1. Then E∞A → E∞B is zero, that is GrSH

i
Σ•(X•,L•) →

GrS H
i(X•,L•) is zero. Therefore the last long exact sequence breaks up into short exact

sequences

0→ GrS H
i(X•,L•)→ GrS H

i(U•,L•|U•)→ GrS H
i+1
Σ•

(X•,L•)→ 0.

Step 3: Since Si+1H
i(X•, L•) = 0, the filtration S on H i(X•, L•) is finite. Therefore

the injectivity of GrS α means that α is injective and strict with respect to the filtration
S.

Lemma 5.3.3. Let (X,B) be a log smooth variety, let f : X → Z be a proper morphism.
Let L be a Cartier divisor such that the Q-divisor A = L− (KX +B) is f -semiample. Let
D be an effective Cartier divisor on X such that D ∼Q uA for some u > 0, and D contains
no lc center of (X,B). Then the natural homomorphism Rqf∗OX(L) → Rqf∗OX(L + D)
is injective, for all q.

Proof. We may suppose Z is affine, and A is f -semiample.
Step 1: Suppose (X,B + εD) is log smooth, for some 0 < ε < 1

u
. We have

L = KX +B + εD + (A− εD) ∼Q KX +B + εD + (1− εu)A.

Let n ≥ 1 such that OX(nA) is generated by global sections. Let S be the zero locus of a
generic global section. Then

L ∼Q KX +B + εD +
1− εu
n

S,
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the log variety (X,B + εD + 1−εu
n
S) is log smooth, and its boundary supports D. By

Lemma 5.3.1, Hq(X,OX(L))→ Hq(X,OX(L+D)) is injective, for all q.
Step 2: By Hironaka, there exists a desingularization µ : X ′ → X such that the excep-

tional locus of µ and the proper transforms of B and D are supported by a NC divisor on
X ′. Let µ∗(KX +B) = KX′ +BX′ , let E = d−B<0

X′ e. Then

µ∗L+ E = KX′ +B≥0
X′ + {B<0

X′ }+ µ∗A.

The log variety (X ′, B≥0
X′ + {B<0

X′ } + εµ∗D) is log smooth for 0 < ε � 1, by the choice of
the resolution, and since D contains no lc centers of (X,B). We also have µ∗D ∼Q uµ∗A.
By Step 1, the natural homomorphisms

Hq(X ′,OX′(µ∗L+ E))→ Hq(X ′,OX′(µ∗L+ E + µ∗D))

are injective. Consider now the commutative diagram

Hq(X ′,OX′(µ∗L+ E)) α′ // Hq(X ′,OX′(µ∗L+ E + µ∗D))

Hq(X,OX(L)) α //

β

OO

Hq(X,OX(L+D))

OO

From above, α′ is injective. If β is injective, it follows that α is injective. To show that
β is injective, suffices to show that OX → Rµ∗OX′(E) has a left inverse. The Cartier
divisor E ′ = KX′ − µ∗KX is effective, and −BX′ ≤ E ′. Therefore E ≤ E ′. We obtain
homomorphisms

OX → Rµ∗OX′(E)→ Rµ∗OX′(E ′).
Suffices to show that the composition has a left inverse. Tensoring with ωX , this is just
the homomorphism ωX → Rµ∗ωX′ , which admits a left inverse defined by trace (see the
proof of [18, Proposition 4.3]).

Theorem 5.3.4 (Tankeev-Kollár injectivity). Let (X,B) be a GNC log variety, let f : X →
Z be a proper morphism. Let L be an invertible OX-module such that L⊗r ' ω

[r]
(X,B) ⊗H,

where r ≥ 1 and rB has integer coefficients, and H is an invertible OX-module such that
f ∗f∗H → H is surjective. Let s ∈ Γ(X,H) be a global section which is invertible at the
generic point of each lc center of (X,B), let D be the effective Cartier divisor defined by
s. In particular, D contains no lc center of (X,B). Then the natural homomorphism
Rqf∗OX(L)→ Rqf∗OX(L+D) is injective, for all q.

Proof. We may suppose Z is affine. In particular, H is generated by global sections. Let
U = X \ SuppD. The claim for D and all its multiples is equivalent to the injectivity of
the restriction homomorphisms H i(X,L)→ H i(U,L|U).

The proof is the same as that of Theorem 5.3.2, except that in Step 1 we use Lemma 5.3.3
instead of Lemma 5.3.1. Indeed, L⊗2r

p
∼→ω[2r]

(Xp,Bp) ⊗H⊗2
p , (Xp, Bp) is log smooth, Hp is gen-

erated by global sections, and ε∗pD ∈ |Hp| contains no lc center of (Xp, Bp). Therefore
Hq(Xp,Lp)→ Hq(Up,Lp|Up) is injective, where Up = ε−1

p (U) = Xp \ Supp ε∗pD.
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Theorem 5.3.5 (Kollár’s torsion freeness). Let (X,B) be a GNC log variety. Let L be

an invertible OX-module such that L⊗r ' ω
[r]
(X,B) for some r ≥ 1 such that rB has integer

coefficients. Let f : X → Z be a proper morphism. Let s be a local section of Rqf∗L whose
support does not contain f(C), for every lc center C of (X,B). Then s = 0.

Proof. Suppose by contradiction that s 6= 0. Choose a closed point P ∈ Supp(s). We
shrink Z to an affine neighborhood of P . There exists a non-zero divisor h ∈ OZ,P which
vanishes on Supp(s), but does not vanish identically on f(C), for every lc center C of
(X,B). There exists n ≥ 1 such that hns = 0 in (Rqf∗L)P .

After shrinking Z near P , we may suppose that 0 6= s ∈ Γ(Z,Rqf∗L), h ∈ Γ(Z,OZ) is a
non-zero divisor, hns = 0, and h is invertible at the generic point of f(C), for every lc center
C of (X,B). Since Z is affine, we have an isomorphism Γ(Z,Rqf∗L) ' Hq(X,L). Therefore
the multiplication ⊗f ∗hn : Hq(X,L)→ Hq(X,L) is not injective. But f ∗h ∈ Γ(X,OX) is
invertible at the generic point of each lc center of (X,B). By Theorem 5.3.4 with H = OX ,
the multiplication ⊗f ∗h : Hq(X,L)→ Hq(X,L) is injective. Contradiction!

Theorem 5.3.6 (Ohsawa-Kollár vanishing). Let (X,B) be a GNC log variety, let f : X →
Y be a proper morphism and g : Y → Z a projective morphism. Let L be an invertible
OX-module such that L⊗r ' ω

[r]
(X,B) ⊗ f ∗A, where r ≥ 1 and rB has integer coefficients,

and A is a g-ample invertible OY -module. Then Rpg∗R
qf∗L = 0 for all p > 0, q ≥ 0.

Proof. We use induction on the dimension of X. We may suppose Z is affine. Replacing
r by a multiple, we may suppose A is g-generated. Let m be a sufficiently large integer,
to be chosen later. Let S be the zero locus of a general global section of A⊗m. Denote
T = f ∗S.

Consider the short exact sequence

0→ L → L(T )→ L(T )|T → 0.

The connecting homomorphism ∂ : Rqf∗L(T )|T → Rq+1f∗L is zero by Theorem 5.3.5, since

the image is supported by T , which contains no lc center of (X,B), and L⊗r ' ω
[r]
(X,B)

locally over Y . Therefore the long exact sequence in cohomology breaks up into short
exact sequences

0→ Rqf∗L → Rqf∗L(T )→ Rqf∗L(T )|T → 0.

We have Rpg∗R
qf∗L(T ) ' Rpg∗(R

qf∗L(S)) ' Rpg∗(R
qf∗L ⊗ Am). If m is sufficiently

large, Serre vanishing gives Rpg∗R
qf∗L(T ) = 0 for p 6= 0. By [8], (X,B + T ) is a GNC log

variety, T is S2 and there exists a natural boundary BT = B|T such that (T,BT ) is a GNC
log variety, and codimension one residues glue to residue isomorphisms

Res
[2r]
X→T : ω

[2r]
(X,B+T )|T

∼→ω[2r]
(T,BT ).

From L(T )⊗r ' ω
[r]
(X,B+T ) ⊗ f ∗A we obtain L(T )|⊗2r

T ' ω
[2r]
(T,BT ) ⊗ (f |T )∗(A|⊗2

S ). Since

dimT < dimX, we obtain by induction Rpg∗R
qf∗L(T )|T = 0 for p 6= 0.
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From the short exact sequence above, we deduce Rpg∗R
qf∗L = 0 for p ≥ 2. For p = 1,

consider the commutative diagram

R1+q(g ◦ f)∗L
β // R1+q(g ◦ f)∗L(T )

R1g∗R
qf∗L //

OO

R1g∗R
qf∗L(T ) = 0

OO

The vertical arrows are injective, from the Leray spectral sequence. The homomorphism
β is injective by Theorem 5.3.4, since T ∈ |f ∗A⊗m| contains no lc centers of (X,B). A
diagram chase gives R1g∗R

qf∗L = 0.

5.4 Inductive properties of GNC log varieties

Proposition 5.4.1. Let (X,B) be a GNC log variety. Let Y = LCS(X,B) and (Y,BY )
the n-wlc structure induced by glueing of codimension one residues. Then BY = (B −
B=1)|Y and (Y,BY ) is a GNC log variety. If 2 | r and rB has integer coefficients, then

Res[r] : ω
[r]
(X,B)|Y

∼→ω[r]
(Y,BY ) is an isomorphism. Moreover,

1) Let π : (X̄, BX̄)→ (X,B) be the normalization of X, with induced log variety struc-
ture (with log smooth support). Let Ȳ = LCS(X̄, BX̄). Let n : Y n → Y and
n̄ : Ȳ n → Ȳ be the normalizations. In the commutative diagram

X̄

π
��

Ȳ

π
��

oo Ȳ n

g

��

n̄oo

X Yoo Y nnoo

each square is both cartesian and a push-out, and g is an étale covering. With the log
structures induced by glueing of codimension one residues, we obtain a commutative
diagram of GNC log varieties and log crepant morphisms

(X̄, BX̄)

π

��

(Ȳ , BȲ )

π

��

oo (Ȳ n, BȲ n)

g

��

n̄oo

(X,B) (Y,BY )oo (Y n, BY n)noo

2) The lc centers of (X,B) are the irreducible components of X and the lc centers of
(Y,BY ).

Proof. 1) We may suppose (X,B) is a GNC local model. Let X = ∪FAF ↪→ AN and
B =

∑
i∈σ biHi|X , with core σ = ∩FF . Denote σ′ = {i ∈ σ; bi < 1}. Then ψ =

∑
i∈σ(1 −

bi)mi =
∑

i∈σ′(1 − bi)mi, which belongs to the relative interior of σ′. We deduce that
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Xγ is an lc center of (X,B) if and only if σ′ ≺ γ ∈ ∆. Therefore Y = ∪τAτ ↪→ AN
is an irreducible decomposition, where the union is taken after all codimension one faces
τ ∈ ∆ which contain σ′. In particular, the core of Y is σ′. One checks that (Y, 0) satisfies
properties a) and b) of the GNC local model. The boundary induced by codimension one
residues is BY =

∑
i∈σ′ biHi|Y = (B−B=1)|Y , which satisfies c). The commutative diagram

becomes

tFAF
π

��

tF ∪τ≺F Aτ
π

��

oo tF tτ≺F Aτ
g

��

n̄oo

∪FAF ∪τAτoo tτAτnoo

and one checks that both squares are push-outs and cartesian, using axioms a) and b) of
the GNC local models. Over Aτ , g consists of several identical copies of Aτ , one for each
facet F which contains τ . Therefore g is an étale covering. All log structures have the
same log discrepancy function ψ, hence the morphisms of the diagram are log crepant.

2) Step 1: The claim holds if (X,B) is a GNC local model. Indeed, the lc centers of
(X,B) are the invariant cycles Xγ such that ψ ∈ γ and γ ∈ ∆, and the lc centers of (Y,BY )
are the invariant cycles Xγ such that ψ ∈ γ and γ ∈ ∆ is a face of positive codimension.

Step 2: We reduce the claim to the case when (X,B) has log smooth support. In-
deed, consider the commutative diagram of log structures in 1). The log structure on the
normalization (X̄, BX̄) has log smooth support. By Lemma 5.1.1 for g and a diagram
chase, the claim for (X,B) and its LCS-locus is equivalent to the claim for (X̄, BX̄) and
its LCS-locus.

Step 3: Let (X,B) have log smooth support. Then Y = B=1 and the induced boundary
is BY = (B − Y )|Y . We have to show that for a closed subset Z ⊆ Y , Z is an lc center
of (X,B) if and only if Z is an lc center of (Y,BY ), i.e. the image of an lc center of the
normalization (Y n, BY n). We may cut with general hyperplane sections, and suppose Z is
a closed point P . Note that if f : (X ′, BX′)→ (X,B) is étale log crepant, then Y ′ = f ∗Y ,
and since normalization commutes with étale base change, we obtain a cartesian diagram

(Y ′n, BY ′n)

n′

��

g // (Y n, BY n)

n

��
(X ′, BX′)

f // (X,B)

with f, g étale log crepant. By Lemma 5.1.1 for f and g, the claim holds for n if and only
if it holds for n′. By the existence of a common étale neighborhood [10] and Step 1, we are
done.

Corollary 5.4.2. Let X be a GNC log variety. Then S = SingX coincides with the
non-normal locus of X, and with LCS(X, 0). The n-wlc structure induced by glueing of

codimension one residues is (S, 0), a GNC log variety, and Res[2] : ω
[2]
X |S

∼→ω[2]
S is an iso-

morphism. Moreover,
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1) Let π : (X̄, C̄)→ (X, 0) be the normalization of X, with induced log variety structure
(with log smooth support). Note that C̄ = LCS(X̄, C̄). Let n : Sn → S and n̄ : C̄n →
C̄ be the normalizations. In the commutative diagram

X̄

π
��

C̄

π
��

oo C̄n

g

��

n̄oo

X Soo Sn
noo

each square is both cartesian and a push-out, and g is an étale covering. With the log
structures induced by glueing of codimension one residues, we obtain a commutative
diagram of GNC log varietis and log crepant morphisms

(X̄, C̄)

π

��

(C̄, 0)

π

��

oo (C̄n,Cond n̄)

g

��

n̄oo

(X, 0) (S, 0)oo (Sn,Condn)noo

2) The lc centers of X are the irreducible components of X and the lc centers of S.

Proof. It remains to check that S = C = LCS(X, 0). First of all, we claim that S = C.
Indeed, let x ∈ X. We show that OX,x is normal if and only if OX,x is nonsingular. We
may suppose x ∈ X is a local model X = ∪FXF and x belongs to the closed orbit of X.
Then OX,x is normal if and only if there is only one facet F . As XF is smooth, the latter
is equivalent to OX,x being smooth.

Since X \S is smooth, LCS(X, 0) ⊆ S. On the other hand, each irreducible component
Q of S is an irreducible component of C. Therefore Q is an lc center. We conclude that
LCS(X, 0) = S.

Remark 5.4.3. Let (X,B) be a GNC log variety. Let S = SingX and BS = B|S. One
can also show that (S,BS) is a GNC log variety, induced by codimension one residues. If
2 | r and rB has integer coefficients, the glueing of codimension one residues induces an

isomorphism Res[r] : ω
[r]
(X,B)|S

∼→ω[r]
(S,BS).

Lemma 5.4.4. Let (X,B) be a GNC log variety. Let π : (X̄, BX̄) → (X,B) be the nor-
malization of X, with the induced log variety structure. Let Y = LCS(X,B). Let Z be a
union of lc centers of (X,B).

1) Z ∩ Y is a union of lc centers of (Y,BY ).

2) π−1(Z) is a union of lc centers of (X̄, BX̄).

3) We have a short exact sequence 0→ IZ∪Y⊂X → IZ⊂X
|Y→ IZ∩Y⊂Y → 0.
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Proof. 1) We may suppose Z is an lc center. If Z ⊆ Y , the claim is clear. Therefore we
may suppose Z is an irreducible component of X. Then the normalization Z̄ of Z is an
irreducible component of the normalization X̄ of X. We have π−1(Y ) = Ȳ = LCS(X̄, BX̄).
Therefore Z ∩ Y = π(Z̄ ∩ Ȳ ). We have Z̄ ∩ Ȳ = LCS(X̄, BX̄)|Z̄ , we deduce that Z̄ ∩ Ȳ is
a union of lc centers of (X̄, BX̄) contained in Ȳ . Therefore Z ∩ Y is a union of lc centers
of (X,B) contained in Y , hence lc centers of (Y,BY ), by Proposition 5.4.1.

2) We use induction on dimX. We may suppose Z is an lc center. If Z is an irreducible
component of X, then its normalization Z̄ is an irreducible component of X̄, and π−1(Z) =
Z̄∪π−1(Z∩Y ), since Y contains the non-normal locus of X. By induction, the claim holds.

Suppose Z is not an irreducible component of X. Then Z ⊆ Y , by Proposition 5.4.1. By
induction, n−1(Z) is a union of lc centers of (Y n, BY n). Let W be such an lc center. Since
g is finite flat, each irreducible component of g−1(W ) dominates W . Therefore g−1n−1(Z)
is a union of lc centers of (Ȳ n, BȲ n), by Lemma 5.1.1. Equivalently, n̄−1π−1(Z) is a union
of lc centers of (Ȳ n, BȲ n). Therefore π−1(Z) is a union of lc centers of (Ȳ , BȲ ). The latter
lc centers are also lc centers of (X̄, BX̄).

3) The sequence is exact if and only if |Y : IZ⊂X → IZ∩Y⊂Y is surjective, if and only if
|Y : IZ⊂Z∪Y → IZ∩Y⊂Y is surjective, if and only if the diagram

Y

��

Y ∩ Z

��

oo

Y ∪ Z Zoo

is a push-out. By [47], this diagram is a push-out if Y ∪Z is weakly normal. To show this,
consider the normalization π : X̄ → X. Denote W = π−1(Y ∪ Z). Since

X̄

��

Ȳ

��

oo

X Yoo

is a push-out and Y ∪ Z contains Y , the diagram

X̄

��

W

��

oo

X Y ∪ Zoo

is also a push-out. But X̄ is smooth, and W is the union of Ȳ with the irreducible
components of X̄ which are mapped into Z. Therefore the singularities of W are at most
normal crossings. We conclude that X, X̄,W are weakly normal. From the last push-out
diagram, we deduce that Y ∪ Z is weakly normal as well.

The results of this section can be used to reduce Kollár’s torsion freeness theorem and
Ohsawa-Kollár vanishing theorem from the GNC varieties to log smooth varieties. This
is done by a using the push-out and cartesian diagram obtained from normalization and
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restriction to the LCS-locus. We were unable to use the same argument to reduce the
injectivity theorems from GNC varieties to log smooth varieties, but we expect this is
possible.



Chapter 6

Future developments

My future research is related to the central problems of the Classification Theory of Al-
gebraic Varieties, such as the Abundance and Termination Conjecture, the study of sin-
gularities appearing on minimal models, or the study of moduli spaces of log canonically
polarized algebraic varieties.

In this chapter we will restrict ourselves to future research directions related to the
content of this thesis. First of all, we pose some questions arising naturally from Chapter
3 and 4.

Question 6.0.5. Let (X/k,B) be a wlc log pair which is locally analytically isomorphic to
a toric wlc log pair (the toric local model may have non-normal irreducible components).
Let Z be an lc center, let Zn → Z be the normalization. Is there a residue isomorphism
from X to Zn? Is it torsion the moduli part in the higher codimension adjunction formula
from (X/k,B) to Zn?

Question 6.0.6. Let (X,Σ) be a log smooth pair, with X proper. Denote U = X \ Σ. Is
the restriction Hq(X,Ωp

X(log Σ))→ Hq(U,Ωp
U) injective for p+ q > dimX?

Example 6.0.7. Let P ∈ S be the germ of non-singular point, of dimension d ≥ 2. Let
µ : X → S be the blow-up at P , with exceptional locus E ' Pd−1. Denote U = X \ E.
The residue map

Rd−1µ∗OX(KX + E)→ Rd−1µ∗OE(KE)

is an isomorphism, so Rd−1µ∗OX(KX+E) is a skyscraper sheaf on X centered at P . Since µ
is an isomorphism on U , Rd−1(µ|U)∗OE(KE) = 0. Therefore the restriction homomorphism

Rd−1µ∗OX(KX + E)→ Rd−1(µ|U)∗OU(KU)

is not injective.

Question 6.0.8. Let (X,Σ) be a log smooth pair. Denote U = X \ Σ. Let π : X → S be
a proper morphism, let π|U : U → S be its restriction to U . Suppose that π(C) = π(X) for
every strata C of (X,Σ). Is the restriction Rqπ∗OX(KX +Σ)→ Rq(π|U)∗OU(KU) injective
for all q?
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Question 6.0.9. Let (X,B) be a proper log variety with log canonical singularities. Let
U be the totally canonical locus of (X,B). Let L be a Cartier divisor on X such that
L ∼R KX +B. Is the restriction Hq(X,OX(L))→ Hq(U,OU(L|U)) injective for all q?

Question 6.0.10. Let (X,B) be a proper log variety. Suppose the locus of non-log canon-
ical singularities Y = (X,B)−∞ is non-empty. Let L be a Cartier divisor on X such that
L ∼R KX + B. Does the long exact sequence induced in cohomology by the short exact
sequence 0→ IY (L)→ OX(L)→ OY (L)→ 0 break up into short exact sequences

0→ Hq(X, IY (L))→ Hq(X,OX(L))→ Hq(Y,OY (L))→ 0 (q ≥ 0)?

Second, an interesting research direction is to better understand weakly log canonical
singularities. The toric case is classified in this thesis. The next case to understand would
be that of curves.

Problem 6.0.11. A curve C is weakly log canonical if and only if it has seminormal
singularities. The sheaf ω

[1]
C defined in this thesis is then invertible.

• Can we imitate the classification of smooth projective curves, to classify C according
to the positivity properties of ω

[1]
C ?

• There exists a coarse moduli space for projective seminormal curves C with ω
[1]
C

ample, of fixed degree?

Problem 6.0.12. Are the Base Point Free and Cone Theorems valid in the category of
weakly normal log varieties? Are weakly normal singularities Du Bois? Is the usual calculus
with lc centers valid for weakly log canonical log varieties? What is the structure of the
unions of lc centers?

Third, we are interested in understanding the finite generation of the log canonical ring
and the log minimal model program in the context of normal crossings varieties.

Problem 6.0.13. Let (X,B) be a projective normal crossings log variety defined over C,
with associated graded log canonical ring

R = ⊕n≥0Γ(X,ω
[n]
(X,B)).

There are simple examples where R is not finitely generated. But we expect that R is
finitely generated under the following extra hypothesis: there exists n > 0 such that ω

[n]
(X,B)

is generated by global sections at the generic point of each lc center of (X,B). This
problem appears when trying to prove its special case when (X,B) is log smooth, a well
known conjecture.
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1984), pp. 81 – 96, Travaux en Cours, 23, Hermann, Paris, 1987.

[24] Esnault H., Viehweg E., Logarithmic de Rham complexes and vanishing theorems,
Invent. Math. 86 (1) (1986), 161–194.

[25] Esnault, H.; Viehweg, E., Lectures on vanishing theorems. DMV Seminar, 20.
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[45] Kovács, S., Du Bois pairs and vanishing theorems. Kyoto J. Math. 51(1) (2011),
47 – 69.

[46] Lang, S., Algebra. Addison-Wesley Publishing Company, 1971.

[47] Leahy J.V., Vitulli M.A., Seminormal rings and weakly normal varieties, Nagoya
Math. J. 82 (1981), 27– 56.

[48] Miyaoka, Y., On the Mumford-Ramanujam vanishing theorem on a surface.
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