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A dynamic universal accumulator is an accumulator that allows one to efficiently compute both 

membership and nonmembership witnesses in a dynamic way. It was first defined and instantiated by 

Li et al., based on the Strong RSA problem, building on the dynamic accumulator of Camenisch and 

Lysyanskaya. We revisit their construction and show that it does not provide efficient witness 

computation in certain cases and, thus, is only achieving the status of a partially dynamic universal 

accumulator. In particular, their scheme is not equipped with an efficient mechanism to produce non-

membership witnesses for a new element, whether a newly deleted element or an element which 

occurs for the first time. 

We construct the first fully dynamic universal accumulator based on the Strong RSA assumption, 

building upon the construction of Li et al., by providing a new proof structure for the non-

membership witnesses. In a fully dynamic universal accumulator, we require that not only one can 

always create a membership witness without having to use the accumulated set for a newly added 

element, but also one can always create non-membership witnesses for a new element, whether a 

newly deleted element or an element which occurs for the first time, i.e., a newcomer who is not a 

member, without using the accumulated set. 

Key words: Dynamic Accumulators, Universal Accumulators. 

1. INTRODUCTION 

Cryptographic accumulators allow us to encapsulate a large number of elements in a single short 

accumulator along with short witnesses that can be used for proving whether or not an element has been 

accumulated. The notion of cryptographic accumulators was first introduced by Benaloh and de Mare [1] and 

further pursued by many researchers as they come very practical in many scenarios such as anonymous 

credential systems and group signatures, see for example [9, 8, 4], and that they can be instantiated based on 

a variety of techniques and hardness assumptions, for instance, the strong RSA assumption, bilinear maps, 

the Decisional Diffie-Hellman assumption, and one-way hash functions. 

We are now going to focus on a number of schemes which are based on the Strong RSA assumption 

and they were built one after the other in an evolutionary process. Barić and Pfitzmann [2] followed the work 

of Benaloh and de Mare [1] and introduced collision-free accumulators. This scheme provided membership 

proofs. Later, Camenisch and Lysyanskaya [5] augmented the latter work and proposed a dynamic 

accumulator, in which elements can be efficiently added to and removed from the set of accumulated values. 

Finally, Li et al. [7] built their scheme based on the proposal of Camenisch and Lysyanskaya [5] and 

introduced universal accumulators in which there is a witness, whether a member or not, for every elements 

in the input domain. (See [6] for a survey.) Although Li et al. promise to provide efficient non-membership 

proofs, we will see that the structure of the witness fails to offer efficient dynamic proof computation for 

certain elements and, hence, achieves the desired dynamism only partially. In a fully dynamic universal 

accumulator, we require that not only one can always create a membership witness without having to use the 

accumulated set for a newly added element, but also one can always create non-membership witnesses for a 

new element, whether a newly deleted element or an element which occurs for the first time, i.e., a 

newcomer who is not a member, without using the accumulated set. 

Although accumulators are not so new elements in cryptographic schemes, formal security definitions 

and classifications on different requirements have not been adequately dealt with. The literature often fails to 



270 Atefeh Mashatan and  Serge Vaudenay 2 

provide exact correctness or security definitions for different classes of accumulators and there have been 

several security notion proposed. We focus on the strongest security notion, considering a powerful 

adversary who can invoke the authority with polynomially many accumulator initiations. This notion is 

referred to as the  Chosen Element Attack model, in the literature [11]. Informally, a polynomially bounded 

adversary interacts with the authority who maintains the accumulators. The adversary invokes the authority 

to initiate a polynomial number of accumulators and make changes to them according to the adversary's 

instructions on what element to add or delete. Finally, the adversary chooses an element and an accumulator 

and produces a witness. The adversary wins if the witness proves that the chosen element is not a member 

when in fact it is, or it proves that the chosen element is a member when in fact it is not. 

Accumulators have proven to be a very strong mathematical tool with applications in a variety of 

privacy preserving technologies where there is a desire to represent a set of elements in a compact form, for 

example, certificate revocation schemes, anonymous credential systems, and group signatures. In particular, 

fully dynamic universal accumulators can come handy in a variety of real-life scenarios. For example, 

consider the set of people who have a medical condition that allows them to benefit from some discount 

medication, but denies them the access to certain areas, such as swimming pools. These people should be 

able to efficiently prove their membership at a pharmacy and everyone else should be able to show their 

nonmembership when entering a swimming pool, for example. 

It is known that batch updates cannot be done [3]. This means that updating a (non)membership proof 

without the secret key requires to go through all the accumulator updates. 

 

Our contributions. 

In this paper, we first point out the lack of efficiency in the dynamic updating process of the dynamic 

universal accumulator of Li et al. [7], where the authority has to go through the already accumulated set to 

create non-membership witnesses for certain members, namely newly considered values which are not 

members and newly deleted members, defying the claim that the scheme provides efficient non-membership 

proofs in all cases. 

Moreover, we introduce the notion of weak dynamic accumulators, a special case of dynamic 

accumulators where the only operation is addition and the elements can dynamically be added to the 

accumulator. Hence, a dynamic accumulator is trivially a weak dynamic accumulator. Further, we present a 

generic transformation from a weak dynamic accumulator with a domain having a certain structure, e.g., the 

domain being a set of odd primes, to a weak dynamic accumulator with a domain of arbitrary form, e.g., a 

subset of 
*{0,1} . 

Furthermore, we formally define what we require from a fully dynamic universal accumulator and 

instantiate the first such scheme based on the Strong RSA assumption and a weak dynamic accumulator with 

an arbitrary domain. This instantiation builds on the previous schemes based on the same hardness 

assumption by keeping the structure of the membership proofs, due to Camenisch and Lysyanskaya [5], but 

providing a new structure for the non-membership proofs. This property, i.e., being fully dynamic, comes at a 

price. Our accumulators are a bit larger. However, as it is more efficient when introducing new elements 

compared to previously introduced partially dynamic accumulators, it achieves the same level of efficiency 

as the set of accumulated values is growing. Moreover, the efficacy of the new structure of non-membership 

proofs allows the authority to perform batch updates, a desired property that had not been achieved 

successfully so far. 

 

Structure of the paper. 

The rest of the paper is organized as follows. Section 2 is dedicated to briefly describing, notations, 

definitions, different classes of already existing accumulators, and the particular variant of the dynamic 

accumulator of Camenisch and Lysyanskaya [5] due to Li et al. [7]. In Section 3, we define the notion of 

Weak Dynamic Accumulators and present a generic transformation to obtain a Weak Dynamic Accumulators 

with arbitrary domain. Finally, Section 4 is devoted to defining Fully Dynamic Universal Accumulators 

followed by an instantiation whose security is based on the strong RSA assumption. Last but not least, we 

wrap up with some concluding remarks in Section 5. 
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2. PRELIMINARIES 

In this section, we list definitions, notations, and the building blocks which will be used to construct 
and analyze our scheme in the following section. 

Throughout this paper, we use the expression )(xAy ←  to mean that y  is the output of algorithm A  

running on input x. An algorithm is said to have polynomial running time, if its running time can be 

expressed as a polynomial in the size of its inputs. If X  denotes a set, || X  denotes its cardinality and 

Xx R∈  expresses that x  is chosen from X  according to the uniform distribution. If X  and Y  are sets, 

then YX \  denotes the set of elements in X, but not in Y. For convenience, we also use }{xX +  and 

}{xX −  when an element x  is being added in or deleted from a set X. We also use the classical notion of a 

negligible function: RNf →:  is said to be negligible in k  if for any positive polynomial function (.)p  

there exists a 0k  such that if k ≥ k0, then )(1/<)( kpkf . 

The strong RSA assumption states that given an RSA modulus n  and a random x  drawn from 
*

nZ , it 

is infeasible to find 1>e  and 
*

ny Z∈  such that  y
e 
= x mod n. 

2.1. Evolution of Cryptographic Accumulators 

In this section, we illustrate the evolution of the cryptographic accumulators in the literature. There are 
different notions of security used in the literature and, due to lack of space, we only focus on the strongest 
notion, sometimes referred to as the Chosen Element Attack model. As for the notion of correctness of an 
accumulator, one requires that correctly accumulated values have verifying witnesses, regardless of the type 
of accumulator. The literature has often stopped here and has failed to provide a more precise definition of 
correctness. We will provide the first formal definition of correctness that can be applied to several 
categories of accumulators with different functionalities. 

There is an authority who initiates and maintains the accumulator and interacts with other participants. 
The authority generates the secret and public keys and keeps a state including the keys, the accumulated 
value, the set of elements which are accumulated. The authority delivers the proofs to the participants. In the 
security definition, the adversary asks the authority to provide certain proofs in the form of an oracle. 

The definitions below are mostly gathered by Wang et al. [12], but contain some twists to make them 
consistent with the following sections. 

 

Definition 1 (Accumulators). An accumulator scheme Acc , with a domain P, a set PX ⊆ , and 

values Xx∈ to be accumulated, consists of the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the 

authority and pK  is public.  

– An algorithm cXKK ps →),,(AccVal , which computes an accumulator value c , for the set X,  

from the keys.
1
1  

– An algorithm WxXcK s →),,,(WitGen  to generate a proof of membership for Xx∈  in 

accumulator c .  

– A predicate ),,,(Verify WxcK p  to check a proof.  

One problem with this primitive is the lack of any possibility to dynamically update a set X. Ideally, we 

would like to insert or delete members of X  and update the accumulator c  accordingly. To make it efficient 

we want all values to have a length which only depends on k  and not on the cardinality of X. So, we amend 

the definition by introducing the UpdEle  and UpdWit  algorithms. This defines the notion of Dynamic 

Accumulator (see Def. 11 in Appendix). 

                                                           
1For some constructions, 

sK  is not used by AccVal. 
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The accumulator does not consider proofs of non-membership. This is the next desired functionality to 

have. This is done with the notion of Universal Accumulator (see Def. 12 in Appendix). 

A proof W  for x  is said to be valid with respect to ),( cX  if and only if the predicate 

),,,(Verify WxcK p  holds. Moreover, a proof W  for x  is said to be coherent with respect to ),( cX  if and 

only if it is valid and )(IsMem W  is equivalent to		� ∈ �. One problem with this construction is that the 

authority must figure out whether or not x  is a member of X  to generate a coherent proof. That is, the 

information on X  cannot be compressed. The lack of dynamism is also a problem. 

Finally, we formalize the dynamic universal accumulator notion due to Li et al. [7] as follows. The 

reason why we call it a  partially dynamic universal accumulator is discussed below. Note that our formalism 

is a bit more detailed that theirs to be consistent with the rest of our paper. 

 

Definition 2 (Partially Dynamic Universal (PDU) Accumulators). A partially dynamic universal 

accumulator PDUAcc, with a domain P, a set  �	 ⊆ �, and values Xx∈  to be accumulated, consists of 

the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the 

authority and pK  is public.  

– An algorithm cXKK ps →),,(AccVal , which computes an accumulator value c  of the set X, 

from the keys.  

– An algorithm )extra,(),op,,,(UpdEle cxcKK ps
′→ , where +=op  or −=op , which 

computes the accumulator c′  for }{op xX  from the accumulator c  for X. When +=op , we must 

have Xx∈/  and we say that x  is inserted into X. When −=op , we must have Xx∈  and we say 

that x  is deleted from X. The algorithm also returns some extra information extra , which might be 

needed for dynamic witness update.  

– An algorithm WxXcK s →),,,(WitGen  to generate a proof of membership or non-membership 

for the value x  with respect to accumulator c  of X.  

– An algorithm WyWxccK p
′→′ ),,,op,extra,,,(UpdWit  to generate a proof W ′  for y  in 

accumulator c′  from a proof W  for y  in accumulator c , where 

)extra,(),op,,,(UpdEle cxcKK ps
′→ . It must be the case that yx ≠ .  

– A predicate )(IsMem W  telling whether W  is a proof of membership (true case) or a proof of 

non-membership (false case).  

– A predicate ),,,(Verify WxcK p  to check a proof.  

We let X  be a subset of P  which is initially empty. Every time we run ),op(.,.,.,UpdEle x , we 

replace X  by }{op xX . Clearly, for WitGen  to generate coherent proofs, WitGenIsMemo  must be a 

predicate to decide whether an arbitrary x  belongs to X  or not. Since we want c  to have a length which 

only depends on k  (and not on the cardinality of X ), it is not possible to require WitGen  to generate 

coherent proofs without X  as an input while X  has been filled. It is still possible to invoke WitGen  to 

create from X  a new proof. Then, we count on UpdWit  to update all coherent proofs. 

With this notion, UpdWit  cannot create a new witness for  x = y, that is for a value y  which has just 

been added or deleted. This is why we call it Partially Dynamic Universal. 

2.2. Formalizing the Notions of Correctness and Security for Accumulators 

We now describe our notion of correctness than can be applied to several types of accumulators. This 

definition is our attempt to formalize the notion of correctness which was missing in the literature. One 

difficulty is that the accumulator interface introduces many options, and that we want to formalize that 
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whatever sequence of option is selected, the accumulator always keep consistent properties. Here, the 

sequence of options is arbitrary. We formalize this by introducing an adversary who can select it maliciously. 

Intuitively, the notation Xc p  means that c  is a correct accumulator value computed for the set X, 

while � ⊢ 	�, �, �, �

�� means that W  is a valid computed  proof for x  being/not being (depending on the 

Boolean bool ) in Xc p . 

Definition 3 (Correctness). Consider a game in which we first run ),()(1KeyGen ps

k KK→  and 

allow the adversary to take pK  and sK  and play with the rest of the algorithms available for the respective 

accumulator, e.g., ,.),(AccVal ps KK , ,.,.,.)(MemWitGen sK , ,.,.,.)(enNonMemWitG sK , 

,.)op,.,,(UpdEle ps KK , or ,.,.,.)op,.,.,.,(UpdWit pK . We recursively define the relations Xc p  and 

� ⊢ 	�, �, �, �

�� by the following conditions: 

– If the adversary calls AccVal���, ��, �� → �, then Xc p .  

– If Xc p  and the adversary queries )extra,(),op,,,(UpdEle cxcKK ps
′→ , then xXc opp′ . 

– If Xc p  and the adversary queries WxXcK s →),,,(WitGen  or 

,),,,(MemWitGen WxXcK s →  then � ⊢ 	�, �, �, �����. If Xc p  and the adversary calls 

,),,,(enNonMemWitG WxXcK s →  then	� ⊢ 	�, �, �, � �!�� .  

– If Xc p  and the adversary called                 

WyWxccKcxcKK pps
′→′′→ ),,,op,extra,,,(UpdWitthen)extra,(),op,,,(UpdEle
 

with yx ≠  and � ⊢ 	", �, �, ��, then �′ ⊢ 	", �op, �′, ��.  
The accumulator scheme is said to be correct if for all probabilistic polynomial time adversaries, and 

for all possible choices of  W, x, X and c, we have that � ⊢ 	�, �, �, �� implies ),,,(Verify WxcK p  and, in 

the case of universal accumulators, XxW ∈⇔)(IsMem . 

Note that it is unusual to have an adversary in a definition of correctness. This is necessary here as we 

want to have correctness whatever the history of interactions with the interface. 

Next, we describe the Chosen Element Attack scenario [12] when defining security for a PDU 

accumulator. 

 
Definition 4 (Chosen Element Attack (CEA) Model). The security of a PDU accumulator is defined 

in terms of a game, based on a security parameter k , played by a polynomially bounded adversary. Firstly, 

KeyGen  is run and pK  is given to the adversary. Secondly, the adversary selects a polynomially bounded 

number l . There are registers sK , iX , and ic , lK,1,=i , for a secret key and to keep track of l  sets iX  

and their accumulator values ic . Initially, all iX 's are empty and ic  is set to ),,(AccVal ips XKK . The 

adversary can then call an ,.,.),,(UpdEle ips cKK  oracle for a selected i  which updates iX  and ic  

accordingly. It is not allowed to add an x  to iX  when x  is already in iX , nor is it allowed to delete x  

from iX  when x  is not in iX . The adversary can also call a ,.),,(WitGen iis XcK  oracle for a selected i  

and an ,.),(AccVal ps KK  oracle which do not update an iX  of ic . After making many oracle queries, the 

adversary ends by producing some ),,( Wxi . The adversary wins if W  is an incoherent proof for x  with 

respect to iX  and accumulator ic .  

Note that when the algorithms are all deterministic, we can always reduce to 1=l  and remove access 

to the ,.),(AccVal ps KK  oracle. This follows because calling AccVal on the same inputs is going to 

produce the same outputs. Moreover, the information that the adversary obtains from calling AccVal for the 

sets iX  can all be simulated by a single set X. 
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2.3. An Instantiation of Partially Dynamic Universal Accumulators due to Li et al. 

We now describe a PDU accumulator based on the scheme presented by Li et al. [7]. 

In what follows, we have a domain P  of possible values for x  with some specific form. A subset 

PX ⊆  has an accumulator c  and public parameters n  and g . A proof of non-membership for XPx \∈  

for c  is a tuple ),( da  such that  

.)(mod ngdc xa ≡  

By writing a Euclidean division qxaa +′= , we can easily transform such a proof ),( da  into a new proof 

),( da ′′ , with ndcd q mod= −′ , such that xa <0 ′≤ . We refer to  

 )mod,mod(=],[

)mod(

ndcxada x

xaa

x

−
−

 

as the “reduced'' proof, where the public parameters are implicit. Note that xda ],[  can be computed without 

the secret key for any integer a . When a  is a rational number, we need the secret key to compute it.   

Domain: P  is a set of odd prime numbers, e.g., all odd prime numbers up to a given bound .B  

KeyGen(1
k
): pick two different prime numbers p  and q  such that 

2

1−p
 and 

2

1−q
 are both prime and not 

in P , take pqn = , )(
2

1
= nr λ , and g an element of order r  in 

*Zn . Then, ),(= gnK p  and .= rK s  

AccVal (Kp,X):  the value of c  is defined by  

 .mod= ngc

x

Xx

∏
∈  (1) 

        Note that sK  is not required to compute c .  

UpdEle(Ks,Kp,c,op,x): if +=op , we have ncc x mod=′  ( sK  is not required). If −=op , we have 

ncc x mod=

1

′  ( sK  is required). It returns ),,op,(=extra cxc ′ . Since it is not allowed to delete a non-

member of X , c′  can be computed without sK  but using X  by applying (1).  

WitGen(Ks,c,X,x): if Xx∈ , then ),mem(= wW  with ncw x mod=

1

. This does not require .X  It can 

also be computed without sK , but using X  by observing that  

 .mod= }{ ncw

y

xXy

∏
−∈

 (2) 

If Xx∈/ , then )],[,nonmem(= xdaW  with 

1

=
y X

a y

−

∈

 
 
 
∏  and 1=d . 

Clearly, the final ),( da  is such that  

 ( ) .mod=mod=
1

1

1

ngcdandxya xa

Xy

−

−

∈








∏  (3) 

The above computation requires .sK  Below, we give an algorithm to compute xda ],[  without sK , 

but by going through all X  members.  

UpdWit(Kp,extra, W,y): with ),,op,(=extra cxc ′ , there are four cases to update the proof for y  in X  after 

adding or deleting x :   
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−  W  of the form ),mem( w  and x  just added ( +=op ): set ),mem(= wW ′′  with nww x mod=′ .  

−  W  of the form ),mem( w  and x  just deleted ( −=op ): set ),mem(= wW ′′  with 

ncww y

xz

z
mod=

1−

′′  and y
x

z mod
1

= .  

−  W  of the form ),,nonmem( da  and x  just added ( +=op ): set )],[,nonmem(= ydaW ′′′  with 

aza =′ , ndcd y

xz
a

mod=

1−
−

′  and y
x

z mod
1

= .  

−  W  of the form ),,nonmem( da  and x  just deleted ( −=op ): set )],[,nonmem(= ydaW ′′  with 

axa =′ .  

IsMem(W): is true if and only if W  is of the form ,.)mem( .  

Verify(Kp, c,x,W): if W  is of the form ),mem( w , it is true if and only if nwc x mod= . If W  is of the form 

),,nonmem( da , it is true if and only if )(mod ngdc xa ≡ .  

We can compute the non-membership proof yda ],[  for Xy∈/  by iteratively going through all Xx∈ . For 

this, we start with ,(1,1)=),( da  which is a proof of non-membership for y  in the empty set with 

accumulator 1=c . Then, for each Xx∈  we update )),,(),mod,,,(,(UpdWit),( ydancxcKda x

p +←  

and ncc x mod← . 

Note that all algorithms are deterministic here. It can be easily proven that all oracle calls in the 

security game preserve the relations (1), (2), and (3). Then, we easily prove that UpdWit  preserves (2) and 

(3) as well. Since (1) can be computed without sK  and that the game does not allow the adversary to add a 

member or to delete a non-member, all oracle calls in the game can be simulated without knowing sK . So, 

the security is equivalent to forging PX ⊆  and Px∈  together with W  which is an incoherent proof for 

x  with respect to X  with pK  as a sole input. We can easily see that this implies breaking the strong RSA 

assumption (c.f. [7] for more details). 

Quite importantly, it is necessary that all proofs of non-membership satisfy (3). Indeed, assuming that 

Xx∈/  and we have some ),( da ′′  such that )(modngdc xa ′≡′ , the adversary can compute ),( da  

satisfying (3) by going through all X  members and without requiring sK . Then, he would obtain a relation 

)(mod)/( nddc xaa ′≡−′
. If the proof ),( da ′′  does not satisfy (3), then x  does not divide aa −′ . So, the 

adversary can invert aa −′  modulo x  and obtain a relation cnwx =mod  which is a proof of membership 

although x  has been deleted. Security collapses. So, it is important to provide only proofs ),( da  such that 

(3) holds. A similar weakness was spotted in [10]. It was based on a proposal to compute ),( da  from  

y X

y
∈
∏ )(mod nϕ  instead of 

y X

y
∈
∏ , which is quite a bad idea! The above procedure is safe. (Indeed, its 

computation does not require the secret key, so it is zero-knowledge.) 

One drawback of LLX is that after deleting x  from X  we cannot create a proof of non-membership 

for x  except by recomputing a  from scratch, since (3) must be satisfied. Although it seems dynamic, it fails 

to provide the promised efficiency since we need X  to compute a  and, hence, only offers a partially 

dynamic universal accumulator. A similar drawback exists in the WitGen  algorithm. Indeed, the authority 

willing to issue a proof of non-membership for a non-member which never needed such a proof has to go 

through the entire X  structure. 



276 Atefeh Mashatan and  Serge Vaudenay 8 

3. WEAK DYNAMIC ACCUMULATORS FOR ARBITRARY DOMAINS 

In this section, we define the notion of weak dynamic accumulator where elements can be dynamically 

added to the accumulator. It's called a weak dynamic accumulator because it only considers adding and not 

deleting elements, and that is all we need for our construction in Section 4. When compared to Dynamic 

Accumulators in Def. 11, WD accumulators do not require an AccVal to compute c  from X. 

 

Definition 5 (Weak Dynamic (WD) Accumulators). A  weak dynamic accumulator WDAcc, with a 

domain P, a set PX ⊆ , and values Xx∈  to be accumulated, consists of the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the authority 

and pK  is public.  

– An algorithm cKK ps →),(InitAccVal , which computes an initial accumulator value c  of the 

empty set, from the keys.  

– An algorithm )extra,(),,,(AddEle cxcKK ps
′→ , which computes the accumulator c′  for 

}{xX +  from the accumulator c  for X . We must have Xx∈/  and we say that x  is inserted into X . 

The algorithm also returns some extra information extra , which might be needed for dynamic witness 

update.  

– An algorithm WyWxccK p
′→′ ),,,extra,,,(UpdWit  to generate a proof W ′  for y  in accumulator 

c′  from a proof W  for y  in accumulator c , where )extra,(),,,(AddEle cxcKK ps
′→ .  

– A predicate ),,,(Verify WxcK p  to check a proof.  

 

Note that all WD accumulators are dynamic, by definition. Hence, the constructions due to Li et al. or 

Camenisch and Lysyanskaya are both WD accumulators. Moreover, Def. 3, the correctness definitions, can 

be applied to WD accumulators considering +  as the only possibility for op . Furthermore, the security 

notion for a WD accumulator is a special case of a Chosen Element Attack scenario since there are no 

deletions. 

 

Definition 6 (Security of a WD accumulator). The security of the WD accumulator is defined in 

terms of a game, based on a security parameter k , played by a polynomially bounded adversary. Firstly, 

KeyGen  is run and pK  is given to the adversary. Secondly, the adversary selects a polynomially bounded 

number l . There are registers sK , iX , and ic , lK,1,=i , for a secret key and to keep track of l  sets iX  

and their accumulator values ic . Initially, all iX 's are empty and ic  is set to ),(InitAccVal ps KK . The 

adversary can then call an ,.,.),,(AddEle ips cKK oracle for a selected i  which updates iX  and ic  

accordingly. It is not allowed to add an x  to iX  when x  is already in iX . After making many oracle 

queries, the adversary ends by producing some ),,( Wxi . The adversary wins if W  is an incoherent proof 

for x  with respect to iX  and accumulator ic .  

We now describe a generic way of transforming a WD accumulator 0WDAcc  with domain ,P  set of 

elements x  with some special form, to a WD accumulator with an arbitrary domain, i.e., a finite subset of 
*{0,1} . In this generic transformation, we will make use of a signature scheme. In the following description, 



9 A Fully Dynamic Universal Accumulator 277 

the algorithms, values, and predicates with index of 0, e.g., 0KeyGen , refer to the corresponding items in 

0WDAcc  defined as above, whereas values indexed by sig  refer to those of a signature scheme. 

We assume that the elements in P  can be enumerated starting from init= hh  and then iterating by 

means of an operation h←next.element	&�. The overall idea is that the value of the new accumulator consists 

of a pair )last.h,( 0c , where 
0c  is the accumulator value for 0WDAcc  and the last added last.h  value. To 

add a new string x , we get a new h  using next.element and we bind h  to x  using a signature on ),( hx . A 

witness for x  is a triplet ),,( wh σ , where h  is the bound value, σ  is a valid signature, and w  is a witness 

for h  in 0WDAcc . When a new x  is added, the witness for it is computed and returned as the extra  

information. 
 

A generic transformation to obtain a WD accumulator with arbitrary domain:    

Domain: S  is a large enough subset of 
*{0,1} .    

KeyGen(1
k
): run )(1KeyGen0

k
 and obtain 

0

pK  and 
0

sK . Further, run )(1KeyGensig

k
 and obtain       

),( sigsig

ps KK . Then ),(= sig0

ppp KKK  and ),(= sig0

sss KKK .  

InitAccVal(Kp,X) →c=(c
0
, hinit): where 

0c  is the output of ),(InitAccVal 000

ps KK . 

  

AddEle(Ks, Kp,(c
0
, last.h),x): Let nt(last.h)next.eleme←h  denote the next element in the list and call 

)extra,'(),,,(AddEle 0

00000 chcKK ps → . Then let ),,(sig sig hxK s←σ . Return ))extra,(),,'(( 0

0 σhc .   

UpdWit(Kp,(c
0
, last.h), ( '0c , next.h), (σ,extra), x, W, y): If yx = , then return )extra,,next.h( σ . If yx ≠ , 

extract h  and w  from ),,(= whW σ  and then return .)),,next.h,extra,',,(UpdWit,,( 0000 hwccKh pσ  

Verify(Kp, (c
0
, last.h), x, (h,σ,w)): is true if and only if both )),,(,(Verify sigsig σhxK p  and 

),,,(Verify 000 whcK p  are true. 

 
Very similar generic transformations exist in the literature, see for example [4], where it is suggested 

that the issuer of the accumulator would need to publish a mapping from S  to P  used along with a 

signature scheme. The advantage of our scheme compared to those approaches is that we do not require any 
mapping to be published: we just assume that the elements of P  can be enumerated and that it is easy to 
move to the next element, given the previous one. 

The following theorem states that starting from a correct and secure WD accumulator with domain P  
and using a secure signature scheme, we obtain a correct and secure WD accumulator with the arbitrary 

domain S  with the above generic transformation. 

 

Theorem 7. Consider a correct and secure WD accumulator 0WDAcc  and a secure digital signature 

scheme sig  (i.e., signatures are unforgeable under chosen message attacks). The resulting WD accumulator 

WDAcc of the above generic transformation is correct and secure.  

  

Proof. For simplicity, we show the proof for the case of deterministic algorithm, hence assume 1=l . 

The general case follows similarly. 
The correctness follows immediately as both the signature's and the original accumulator's verification 

predicate are being verified. More precisely, we need to show that WDAcc is correct according to Def. 3. 

Since it is not a universal accumulator, all we need to show is that � ⊢ 	�, �, �, �� implies 

,),,,(Verify WxcK p  for all probabilistic polynomial time adversaries, and for all possible choices of 

,,, XxW  and c. Note that both AddEle and UpdWit  call upon the respective algorithms in 0WDAcc . In 

particular, we have that ),(= 0 hcc , for some h . Hence, � ⊢ 	�, �, �, �� for WDAcc implies that 	
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� ⊢ 	&, �', �', �� for 0WDAcc . Now, since 0WDAcc  is a correct accumulator, � ⊢ 	&, �', �', �� 

implies ),,,(Verify 0 WhcK p , which in turn implies ),,,(Verify WxcK p . 

Moreover, as the signature scheme is only binding elements of the two domains together, any 

incoherent witness with respect to the domain S  of WDAcc produces an incoherent witness for a 

corresponding element in the domain P . More precisely, we can reduce an adversary A who can find an 

incoherent proof with respect to WDAcc to an adversary B who produces an incoherent proof with respect 

to 0WDAcc . We now outline this reduction. 

According to the security game of Def. 6 for WDAcc, KeyGen  is run and ),(= sig0

ppp KKK  is given 

to the adversary. Initially, X  is empty and the accumulator is set to ),(InitAccVal ps KK . In particular, the 

value of the accumulator c  is ),( init

0 hc , where 
0c  is the output of ),(InitAccVal 000

ps KK . Then A can call 

the ,.,.),,(AddEle cKK ps  oracle which updates X  and c  accordingly, but is not allowed to add an x  to 

X  when x  is already in X . In particular, each AddEle query lets nt(last.h)next.eleme:=h , calls 

)extra,(),,,(AddEle 0

0000 chcKK ps → , computes ),,(sig:= sig hxK sσ , and returns ))extra,(),,(( 0

0 σhc . 

After enough oracle queries, the adversary ends the game by producing some ),( Wx  which is an incoherent 

proof for x  with respect to X  and accumulator c , where ),,(= wxW xσ . 

Now let's look at the game played by B. Firstly, 0KeyGen  is run and 
0

pK  is given to the adversary. 

Initially, 
0X  is empty and 

0c  is set to ),(InitAccVal 000

ps KK . The adversary calls 

,.,.),,(AddEle 0000 cKK ps  oracles to update 
0X  and 

0c  accordingly, but is not allowed to add an 
0x  to 

0X  

when 
0x  is already in 

0X . Once the adversary has made enough queries, she produces some ),( 0 wx . She 

wins if w  is an incoherent proof for 
0x  with respect to 

0X  and accumulator 
0c . 

We are now going to use A to help B win his game. Upon receiving 
0

pK , B runs )(1KeyGensig

k
 and 

obtains ),( sigsig

ps KK . Then provides A with ),(= sig0

ppp KKK . For every ,.,.),,(AddEle cKK ps  oracle 

query of A, B does the following. He lets nt(last.h)next.eleme:=h , calls 

)extra,(),,,(AddEle 0

0000 chcKK ps → , computes ),,(sig:= sig hxK sσ , and returns ))extra(,),,(( 0

0 σhc  

to A. Note that B posses sK  because he ran )(1KeyGensig

k
 at the beginning of this reduction. Finally, A 

provides B with some ),( Wx  which is an incoherent proof for x  with respect to X  and accumulator c. 

Note that witnesses of WDAcc are of the form ),,( wh σ , where ),,(sig:= sig hxK sσ  and the accumulator 

c  is of the form ))extra,(),,(( 0

0 σhc . Hence, an incoherent witness ),,( wh σ  of x  in WDAcc implies an 

incoherent witness W  of h  in 0WDAcc .                                                                                          □ 

4. FULLY DYNAMIC UNIVERSAL ACCUMULATORS 

In this section we formalize the notion of fully dynamic universal accumulator, then show how to 
construct some based on the LLX accumulator and a weak dynamic accumulator. 

4.1. Definitions 

We say that a dynamic universal accumulator is fully dynamic if the following conditions are satisfied:   

1. We can always create a non-membership proof for a new x  (i.e., a value x  occurring for the first 

time or a newly deleted x ) without using X. 
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2. We can create a proof of membership without using X  for a newly added x .  

That is, we can create proofs for newly occurring values x  (e.g., non-members) with an algorithm 

which does not depend on the cardinality of  X. To make this change possible, we introduce a new operation 

dec  in UpdEle  to  “declare” new non-members, and we make UpdWit  run with yx =  without any prior 

witness W  for operations +  and dec. This UpdEle  can be used to compute the initial proof of non-

membership for x . However, it requires to update the accumulator value c. More formally, we define a fully 

dynamic universal accumulator as follows. 

 

Definition 8 (Fully Dynamic Universal (FDU) Accumulator). A fully dynamic universal 

accumulator FDUAcc, with a domain P, a set PX ⊆ , and values Xx∈  to be accumulated, consists of 

the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the authority 

and pK  is public.  

– An algorithm cXKK ps →),,(AccVal , which computes an accumulator value c  of the set X,  from 

the keys.  

– An algorithm )extra,(),op,,,(UpdEle cxcKK ps
′→ , where +=op , −=op , or dec=op , 

which computes the accumulator c′  from an accumulator c . When +=op , we must have Xx∈/  and 

we say that x  is inserted into X. When −=op , we must have Xx∈  and we say that x  is deleted 

from X. When dec=op , we must have Xx∈/  and we say that x  is declared as a non-member of X. 

The algorithm also returns some extra information extra . For dec=op , the algorithm also returns 

some new proof of non-membership for x  (if not already in extra ).  

– An algorithm WxXcK s →),,,(WitGen  to generate a proof of membership or non-membership 

for the value x  with respect to accumulator c  of X. 

– An algorithm WyWK p
′→),,extra,(UpdWit  to generate a proof W ′  for y  in accumulator after 

UpdEle  returned extra  from a previous proof W. 

– A predicate )(IsMem W  telling whether W  is a proof of membership (true case) or a proof of non-

membership (false case).  

– A predicate ),,,(Verify WxcK p  to check a proof.  

Note that UpdWit  no longer requires that y  is different from the element involved in the last 

UpdEle  call. 

The correctness notion is similar to that of WD accumulators with the obvious change that the 

witnesses are not only produced by UpdWit , but also by WitGen  and that witnesses are either for 

membership or non-membership proofs. This change was foreseen in our general correctness notion in Def. 3. 

Next, we detail a variant of the Chosen Element Attack scenario corresponding to FDU accumulators, 

in which the adversary is allowed to declare new elements as well as add or delete. 

 

Definition 9 (Extended Chosen Element Attack (ECEA) Model). The security of an FDU 

accumulator is defined in terms of a game, based on a security parameter k, played by a polynomially 

bounded adversary. Firstly, KeyGen  is run and pK  is given to the adversary. Secondly, the adversary 

selects a polynomially bounded number l. There are registers sK , iX , and ic , lK,1,=i , for a secret key 

and to keep track of l  sets iX  and their accumulator values ic . Initially, all iX 's are empty and ic  is set to 

),,(AccVal ips XKK . The adversary can then call an ,.,.),,(UpdEle ips cKK  oracle for a selected i  
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which updates iX  and ic  accordingly. It is not allowed to add an x  to iX  when x  is already in iX , nor is 

it allowed to delete x  from iX  when x  is not in iX . Moreover, the adversary is not allowed to declare an 

element which has already been declared, i.e., is either a member or a non-member. The adversary can also 

call a ,.),,(WitGen iis XcK  oracle for a selected i  and an ,.),(AccVal ps KK  oracle which do not update 

an iX  of ic . After making many oracle queries, the adversary ends by producing some ),,( Wxi . The 

adversary wins if WX is an incoherent proof for x  with respect to iX  and accumulator ic .  

4.2. Instantiating an FDU Accumulator based on the Strong RSA Assumption 

Below we construct a fully dynamic universal accumulator based on a variant of the LLX 

accumulator. The main idea relies on providing a two-layer accumulator. The lower layer 2c  is a WD 

accumulator where we accumulate all declared elements. I.e., all values which have ever be used, whether 

they are member or not. There is no withdrawal in this layer. The upper layer 1c  is a fully dynamic 

accumulator which can only treat elements of the lower layer. Essentially, ),,,( whda  is a proof of non-

membership for x  in accumulator ),( 21 cc , if )(mod 11 nhdc xa ≡  and w  is a proof of membership for h  in 

accumulator 2c , i.e., .=mod 22 cnwh
 To create a proof of non-membership for a newly deleted member or 

a new comer who is not a member, we only have to pick a random xa Z∈  and 
*Znd ∈  and compute the 

corresponding h  to add in the second accumulator. That is, the WD accumulator is only used to validate new 

h  values which are needed to create new proofs. Since proofs also have a part in the PDU accumulator, it is 

not necessary to delete h  from the WD accumulator. 

Equation (3) is now replaced by  

 ( ) ,mod=mod= 1

1
1

1
0

0 nhcdandx
y

y

aa xa

Xy

Xy −

∈

∈

∏

∏
 (4) 

 where 0a , respectively 0X , is the initial value for a , respectively ,X  and 0a  is chosen at random. 

Our accumulator is defined as follows. The value of c  is defined by ),(= 21 ccc  corresponding to two 

accumulators 1c  and 2c . It will be convenient in the security game to define two sets 1X , defined as before, 

and 2X , a finite set of elements, corresponding to this value c . 

The set 1X  is updated by UpdEle  and is accumulated in the value 1c , whereas the set 2X  is 

accumulated in 2c  by means of a WD accumulator with arbitrary domain. Hence, the value of c  is 

deterministically defined by 1c  and 2c , where  

 .mod= 1
1

1 ngc

x

Xx

∏
∈

 

The value of c  will corresponds to 1= XX . So, there are many c 's corresponding to the same X  

depending on 2X . 

In the following description, the algorithms, values, and predicates with index of 1, e.g., 1KeyGen , 

refer to the corresponding items in the PDU accumulator of Li et al. [7], whereas the algorithms, values, and 
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predicates with index of 2, e.g., 2Verify , refer to those of a WD accumulator with arbitrary domain as 

defined in Section 3. 

A Concrete FDU accumulator: 

Domain: P  is a large enough set of odd prime numbers, e.g., all odd numbers up to a given bound B .   

KeyGen(1
k
): run )(1KeyGen1

k
 and obtain ),(= 11

1 gnK p
 and 1

1 = rK s . Further, run )(1KeyGen2

k
 and  

obtain ),( 22

ps KK . Then ),(= 21

ppp KKK  and ),(= 21

sss KKK .   

AccVal(Kp,X): compute  

11 mod= ngc

x

Xx

∏
∈  

 and return ))(InitAccVal,(= 2

21 sKcc . Note that sK  is not used.   

UpdEle(Ks, Kp, c, op, x): if +=op , we have 111 mod= ncc x′  and 22 = cc′  (
1

sK  is not required). Set 

),,,(=extra cxc ′+ . If −=op , we set 1

1

11 mod= ncc x′  (
1

sK  is required) and proceed like for dec.=op  

If dec=op , we pick xa Z∈  and 
*

1
Znd ∈  at random, and compute 11 mod= ndch xa −

, then we set 

)),,,(,nonmem(= 2chdaW . We set ),,,(AddEle=)extra,( 2

22

222 hcKKc ps
′ . The extra information 

is then set to )extra,,,,op,(=extra 2Wcxc ′ . 

WitGen(Ks, c, X, x): if Xx∈ , then ),mem(= wW  with 1

1

1 mod= ncw x . This requires sK , but not X. It 

can also be computed without sK , but using X  by observing that  

.mod= 1

}{

1 ncw

y

xXy

∏
−∈

 

 If ,Xx∈/  then )),(,nonmem(= daW  as in the [LLX] accumulator by using X.   

UpdWit(Kp, extra, W,y): with )extra,,,,op,(=extra 2ecxc ′ , there a several cases to update the proof for y  

in X  after adding or deleting x  for yx ≠ :    

– W  of the form ),mem( w  and x  just added ( +=op ): set ),mem(= wW ′′  with .mod= 1nww x′  

– W  of the form ),mem( w  and x  just deleted ( −=op ): set ),mem(= wW ′′  with 

1

1

mod= ncww y

xz

z

−

′′  and y
x

z mod
1

= . 

– W  of the form ),mem( w  and x  just declared ( dec=op ): WW =′ . 

– W  of the form ),,nonmem( da  and x  just added ( +=op ):  set )],[,nonmem(= ydaW ′′′  with 

aza =′ , 1

1

mod= ndcd y

xz
a
−

−

′  and y
x

z mod
1

= . 

– W  of the form ),,nonmem( da  and x  just deleted ( −=op ): set )],[,nonmem(= ydaW ′′  with 

axa =′ . 

– W  of the form ),,nonmem( da  and x  just declared ( dec=op ): .=WW′  

– W  of the form ),,,,nonmem( whda  and x  just added ( +=op ): set 

),,],[,nonmem(= whdaW y
′′′  with aza =′ , 1

1

mod= ndcd y

xz
a
−

−

′  and y
x

z mod
1

= . 
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– W  of the form ),,,,nonmem( whda  and x  just deleted ( −=op ): set 

),,],[,nonmem(= whdaW y
′′′  with axa =′  and ),,extra,',,(UpdWit= 222

2

2 hwccKw p
′ . 

– W  of the form ),,,,nonmem( whda  and x  just declared ( dec=op ): 

),,extra,',,(UpdWit= 222

2

2 hwccKw p
′ . 

For yx = , there are two cases:    

            – x  just added ( +=op ): set ),mem(= wW ′  with 1= cw  from ),(= 21 ccc .   

            – x  just deleted ( −=op ) or just declared ( dec=op ): set eW =′ .  

IsMem(W): is true if and only if W  is of form ,.)mem( .  

Verify(Kp, c,x,W): if W is of the form ),mem( w , it is true if and only if 11 mod= nwc x
. If W  is of form 

,),,nonmem( da  it is true if and only if )(mod 1ngdc xa ≡ . If W  is of the form 

,),,,,nonmem( whda  it is true if and only if )(mod 11 nhdc xa ≡  and ),,,(Verify 2

2

2 hwcK p
 holds.  

 
We now prove the correctness and security of our FDU accumulator scheme based on the Strong RSA 

assumption. 
 
Theorem 10. If the Strong RSA Assumption holds, the aforementioned FDU accumulator is correct 

and secure under the ECEA model.  
 
Proof. The correctness follows immediately since both PDU and WDU considered as building blocks 

of our FDU are correct accumulators according to Def. 3. 

All oracle calls in the security game preserve the relations described in the AccVal  and WitGen  

algorithms. Furthermore, since the game does not allow the adversary to add a member or to delete a non-

member, all oracle calls in the game can be simulated without knowing 
1

sK . Hence, the security is equivalent 

to forging PX ⊆  and Px∈  together with W  which is an incoherent proof for x  with respect to X  and 

pK  as the only input. Hence, an incoherent witness implies breaking the strong RSA assumption. In other 

words, computing an incoherent witness for Xx∈  implies an incoherent witness for the PDU accumulator 

of Li et al. [7] and computing an incoherent witness for Xx∉  implies that, given 1n  and a random 1c  

drawn from 
*

1
nZ , the adversary has found 

*

1
nw Z∈  and 1>x  such that 11 mod= nwc x

. 

More precisely, we can reduce an adversary A who produces incoherent proofs in the aforementioned 

FDU accumulator to an adversary B who produces incoherent proofs in either the WD accumulator with 

arbitrary domain as defined in Section 3 or the PDU accumulator of Li et al. [7], which, in turn, implies an 
adversary who breaks the Strong RSA Assumption. The reduction is detailed below. 

According to Def. 9, the security game starts with running KeyGen  and giving pK  to the adversary. 

That is, both 1KeyGen  and 2KeyGen  are run to obtain 
1

1

11

1 =),,(= rKgnK sp
, and .),( 22

ps KK  Then, 

),(= 21

ppp KKK  is given to the adversary. Initially, X  is empty and c  is set to .),(AccVal XK p  That is, 

11 mod= ngc
x

Xx∏ ∈  is computed and ))(InitAccVal,(= 2

21 sKcc  is returned. Note that sK  is not used in 

this computation. 

Then, the adversary calls ,.,.),,(UpdEle cKK ps  oracle queries to update X  and c  accordingly. She 

is not allowed to add an x  to X  when x  is already in ,X  nor is she allowed to delete x  from X  when 

x  is not in X. Moreover, the adversary is not allowed to declare an element which has already been declared, 

i.e., is either a member or a non-member. When an element x  is being added, we have 111 mod= ncc x′ , i.e., 
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using the PDU accumulator of Li et al. [7], and 22 = cc′ , i.e., in the WDU accumulator. If x  is being 

declared, random xa Z∈  and 
*

1
Znd ∈  are picked to compute 11 mod= ndch xa −

, again as in the PDU 

accumulator of Li et al. [7], to obtain )),,,(,nonmem(= 2chdaW . If the element x  is being deleted, we 

have 1

1

11 mod= ncc x′  and proceed like the declaration process. Note that 
1

sK  is not required in any of these 

steps. 

The adversary can also call a ,.),,(WitGen XcK s  oracle query. If Xx∈ , then ),mem(= wW  with 

1

}{

1 mod= ncw
y

xXy∏ −∈
, which can be computed without sK , but using X. If Xx∈/ , then 

)),(,nonmem(= daW  as in the PDU accumulator of Li et al. [7]. Note that, again, sK  is not required in 

any of these steps. 

Once the adversary has made enough oracle queries, she ends the game by producing some ),( Wx  that 

is an incoherent proof for x  with respect to X  and accumulator ),(= 21 ccc . The witness W  is of the form 

),mem( w , ),,nonmem( da , or ),,,,nonmem( whda . We are going to consider each case separately. 

– If W , the incoherent proof, is of the form ),mem( w , then, by definition of the verification 

algorithm Verify , we must have that 11 mod= nwc x
, which directly breaks the Strong RSA 

assumption. 

– In order for an incoherent witness W  of form ),,nonmem( da  to pass the verification step, we must 

have that )(mod 1ngdc xa ≡ . This translates to an incoherent witness for the PDU accumulator of Li 

et al. [7]. 

– If the incoherent witness W  is of the form .),,,,nonmem( whda  Then, both )(mod 11 nhdc xa ≡  

and ),,,(Verify 2

2

2 hwcK p
 must hold for it to pass the verification step. This translates to either an 

incoherent witness for the PDU accumulator of Li et al. [7] or an incoherent proof for the WD 

accumulator of Section 3. 

Hence, an adversary who can find incoherent witnesses for our FDU accumulator is capable of 

producing incoherent proofs for the WD accumulator with arbitrary domain as defined in Section 3 or the 

PDU accumulator of Li et al. [7], both of which are based on the Strong RSA assumption. 

□ 

Note that setting hg =  reduces the structure of our non-membership proofs to that of Li et al. [7]. 

We point out that the efficacy of our proof structure allows the authority to perform efficient batch 

updates (with the secret key) for a given value x . The authority first checks to see whether x  is a member 

of the accumulated set or not. If a member, then using the same procedure as in the scheme of Li et al. the 

authority can efficiently update the witness. This is not incompatible with the impossibility of batch update 

without the secret key [3]. However, the scheme of Li et al. did not offer such a mechanism for a non-

member element. In our scheme, we can create a new non-membership proof deploying the mechanism for 

declaration. 

5. CONCLUSIONS AND FUTURE WORK 

We constructed the first fully dynamic universal accumulator, based on the Strong RSA assumption, by 

providing a new proof structure for the non-membership witnesses. Moreover, this new structure of non-

membership proofs allows our scheme to be the first of its kind to offer an  efficient batch update mechanism 

to the authority, for both members and non-members. We obtained our fully dynamic universal accumulator 

by means of deploying a weak dynamic accumulator with arbitrary domain, which we showed how to obtain 

from a weak dynamic accumulator with a domain of certain form. 
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A. EXTRA DEFINITIONS 

Definition 11 (Dynamic Accumulators). A dynamic accumulator DAcc, with a domain P , a set 

PX ⊆ , and values Xx∈  to be accumulated, consists of the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the 

authority and pK  is public.  

– An algorithm cXKK ps →),,(AccVal , which computes an accumulator value c .  

– An algorithm )extra,(),op,,,(UpdEle cxcKK ps
′→ , where +=op  or −=op , which 

computes the accumulator c′  for }{op xX  from the accumulator c  for X . When +=op , we must 

have Xx∈/  and we say that x  is inserted into X . When −=op , we must have Xx∈  and we say 

that x  is deleted from X . The algorithm also returns some extra information extra , which might 

be needed for dynamic witness update.  

– An algorithm WxXcK s →),,,(WitGen  to generate a proof of membership for the value x  with 

respect to accumulator c  of X .  

– An algorithm WyWxccK p
′→′ ),,,op,extra,,,(UpdWit  to generate a proof W ′  for y  in 

accumulator c′  from a proof W  for y  in accumulator c , where 

)extra,(),op,,,(UpdEle cxcKK ps
′→ . It must be the case that yx ≠ .  

– A predicate ),,,(Verify WxcK p  to check a proof.  

  

Definition 12 (Universal Accumulators).  A  universal accumulator scheme UAcc, with a domain P  

a set PX ⊆ , and values Xx∈  to be accumulated, consists of the following algorithms.   

– A setup probabilistic algorithm ),()(1KeyGen ps

k KK→ , where sK  is only used by the 

authority and pK  is public.  

– An algorithm cXKK ps →),,(AccVal , which computes an accumulator value c .  

– An algorithm WxXcK s →),,,(MemWitGen  to generate a proof of membership for Xx∈ .  

– An algorithm WxXcK s →),,,(enNonMemWitG  to generate a proof of non-membership for 

XPx \∈ .  

– A predicate )(IsMem W  telling whether W  is a proof of membership (true case) or a proof of 

non-membership (false case).  

– A predicate ),,,(Verify WxcK p  to check a proof.  
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With the unavoidable reliance on public key cryptography in modern communications and informa-
tion systems (CIS) it is critical to maintain visibility into the threat landscape which can adversely 
impact the trust in public key infrastructure (PKI) implementations. This knowledge is useful as an 
input to a risk analysis process to determine whether current PKI practices are sufficient, and to de-
termine when to migrate to new algorithms, key lengths, or procedures. This paper provides a discus-
sion of the main attacks against PKI systems, both system and cryptographic in origin. This paper 
suggests appropriate methods to strengthen PKI systems against these attacks and provides references 
for additional reading on these attacks.    

Key words: Asymmetric Cryptography, Diginotar, Flame, Malware, MITM, Public Key Infrastructure,  
Social Engineering, Stuxnet. 

1. INTRODUCTION 

In the last year we have seen a substantial increase in discussions touching on the malicious use of pub-
lic key cryptography and on some high profile failures of PKI systems. This paper provides analysis and dis-
cussion on many of these events, and groups the threats against PKI in two general categories: system secu-
rity and cryptographic security.  

The topics covered under system security might just as easily be seen in an analysis of the threats 
against any CIS whether the system relied on cryptography or not. Many of these types of attacks have been 
occurring since before PKI was available as a commercial product. Social engineering, Trojan horses, and 
malware are terms which have been fully entrenched into our vocabulary.  

The information covered under the topic of cryptographic security has a mathematical or algorithmic 
basis. Over the years the debates on cryptographic security have concentrated on when an algorithm would 
be broken, and whether it would be broken due to an increase in processing power, or by a new advancement 
in the field of mathematics. 

This paper is not intended to provide a full breakdown of virus implementation, nor is it designed to 
turn the reader into a crypto mathematician. For those with aspirations in this direction, I have provided a 
detailed list of references for further reading. Nor will it go into details on the types of mischief an attacker 
can get into once he has breached a system. This is left to the imagination (or nightmares) of the reader. 

This paper will provide recommendations of security mechanisms which will make the exploitation 
more difficult. 

2. SYSTEM SECURITY 

Included under the topic of system security, are a variety of topics ranging from the social engineering 
of a single certificate, all the way to the loss of control of multiple PKI infrastructures. It is important to re-
member that trust is a critical concept with PKI, and if that trust is convincingly undermined, the loss of trust 
can exceed the scope of the actual incident. 
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2.1. Diginotar 

The Diginotar attack was a major news event in 2011 made public by the use of a rogue google.com 
certificate in a large man in the middle (MITM) attack targeting Iranian Internet users. For a complete report 
on the breach of the Certificate Authorities (CA) the final report on the Black Tulip incident [1] can be 
downloaded from Fox-IT in The Netherlands. This is an excellent example of System security failures. The 
following paragraphs provide a high level summary of the attack, and some recommended countermeasures 
to consider. 

 

 
Fig. 1 – Diginotar Network Architecture [1, p. 18]. 

2.1a. Attack Progression 

Reconnaissance and Scanning. Details are very limited within the Fox-IT report; however, it appears that 
the reconnaissance period for this attack was completed by 17 June 2011. From this point in time, the attack 
progressed steadily towards the end goal over the course of 3 weeks. Evidence in the report indicates that the 
attackers likely exploited a known vulnerability on an outdated software application and then used a user 
name and password discovered on the external web server to attempt connections into a database server. 

Further evidence to support an undocumented reconnaissance period was found in the malicious code 
left on the systems by the attackers. These applications included hard coded IP addresses for internal and ex-
ternal systems, indicating that they were purpose modified for the Diginotar network [1, p. 48]. 

Exploiting Systems. First points of entry into the network were web servers located in the DMS [1, p. 23]. 
Next, database and other systems within the office network were compromised over the following 12 days. 
Tools to allow for the tunnelling of remote desktop protocol (RDP) sessions across non-standard ports (to 
allow for traversal of the firewalls) were discovered on systems in both the de-militarized zone (DMZ) and 
the office network. 
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The third step was the compromise of the secure internal network which included the Certificate Au-
thority servers. Once access was gained to the CA servers, the attackers commenced with attempts to gener-
ate rogue SSL certificates. The first successful rogue certificate is thought to have been generated 8 days later. 

Keeping Access and Covering the Tracks. Scripts were installed onto the web servers in the DMS to per-
form the function of a file system for uploading and downloading files. 

Auditing subsystems were stopped in several cases to prevent the collection of forensic evidence while 
the attacker worked on the following steps of the attacks. Over 500 rogue certificates were issued. Some of 
the rogue certificates were issued with identical distinguished names (but possibly unique key pairs). Tools 
capable of exporting software certificates and private keys from the servers were found on multiple systems.  

CA Database files were manipulated to hide the issuance of some certificates. As these files have integ-
rity protection added by the CA, the easiest approach might have been to restore the database from a previ-
ous backup after issuing the certificates. This has the effect to return the CA to the state it was in prior to the 
issuance of those certificates, and as the integrity mechanisms on the backup file did not need to be tampered 
with, the files would appear to be intact. The biggest indications of attack are the lack of PKI audit logs dur-
ing a period which shows attacks against the system from other audit mechanisms. 

Certificate Authority implementation flaws exploited. Physical security at the Diginotar site was quite 
significant with the requirement to pass through multiple security zones and present visual, cryptographic, 
and biometric authentication data in order to gain physical access to the certificate authorities. 

In the end, none of these security mechanisms came to bear to prevent the network based attack. The 
report [1] does not go into specific details regarding the activities performed on the Certificate Authorities to 
generate rogue certificates.  

The flaws discussed below do not necessarily represent deficiencies within the PKI products. Instead, 
they reflect choices for the implementation of security mechanisms or configuration options. 

Based on the level of details provided within the report, the following conclusions have been drawn. 

2.1b. Countermeasures 

Transitive Trust. Appendix IX of the report [1, p. 97] shows that five of the eight CAs included a common 
trust relationship allowing common administrative access between these systems. As soon as administrative 
privilege escalation was achieved on any system within this domain, all systems with this transitive trust re-
lationship were effectively compromised. Removing transitive trust relationships from between the inde-
pendent CAs would have added additional work load to gain access to the separate CAs. 

Ubiquitous Strong Authentication. Authentication is composed of up to three distinct factors: What you 
(and only you) know, what you (and only you) have, and what you (and only you) are. Within this context, 
strong authentication implements at least two of the three factors. The end to end enforcement of strong au-
thentication is critical for the infrastructure components of PKI due to the wide reaching impact of system 
compromise or suspected system compromise. 

The [Black Tulip] report indicates that a smart card is required to log in directly to the CA software. 
However, there is no reference to strong authentication for the Diginotar Subscription Registration Produc-
tion Interface (DARPI) application which performs part of the registration authority (RA) functionality. 

Additionally, the mandatory use of strong authentication for all system login would decrease the attack 
surface. Finally, to mitigate against keystroke logging, implementing a smart card reader with an integrated 
keypad would prevent the smart card PIN from entering into the general system memory. 

Separation of roles. PKI implementations normally include the concept of least privilege. Industry best 
practice such as the Certificate Issuing and Management Components (CIMC) protection profile (PP) re-
quires that there are at least 3 orthogonal roles required to operate the certificate authority. In addition to the 
CA software, the Networked Hardware Security modules (nCipher netHSM) also implement separate strong 
authentication. 

The automated issuance of CRL’s requires that the netHSM be activated during the functioning period 
of the Certificate Authority. There should, however, be a separate strong authentication required between the 
Registration Authority (RA) and the CA to mitigate the risk that the active netHSM could be used to generate 
rogue certificates. 
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Use of In-house applications. Three in house applications were used to perform the registration authority 
and card personalization functions. No information is provided in this report as to the independent verifica-
tion and validation processes that these applications may have been subjected to, or the security mechanisms 
that they implemented. 

Protection of Audit Data. Storage of audit data on the same server as the PKI provides an easy path to cov-
ering the trail of the attacker. Deletion of the audit data, combined with restoring a previous backup of the 
CA database is a fast way to hide the existence of rogue certificates.  

If the attacker had more completely erased his actions within the CA systems, (and not generated over 
300 certificates which remained in the database) suspicion might have been limited to the compromise of a 
single CA. The attack could possibly have been repeated by substituting a new google certificate issued by 
another CA. 

Pushing audit data to a separate system with further separation of roles for access control would add an 
additional layer of security in addition to providing log centralisation and normalisation functionality. 

White listing Revocation Data. Certificate Revocation Lists (CRL)s implement a mechanism for blacklist-
ing certificates when they are known to be compromised. OCSP provides an option to implement either 
blacklisting or white listing. To implement white listing, the CA must provide an explicit status response for 
all issued certificates. Any certificate which does not match these existing responses is deemed to be com-
promised (or fraudulent). 

2.2. Social Engineering of Certificates 

It has already been more than a decade since VeriSign fell victim to a social engineering attack in 2001, 
and issued two fraudulent code signing certificates with distinguished names linked to Microsoft Corporation. 
At the time, there was substantial discussion regarding how to remove these certificates and on the ability of 
Microsoft software to check revocation lists [2]. The Microsoft knowledge base article [3] outlines the 
mechanisms that were put in place to counter this threat. These certificates still exist in the Microsoft un-
trusted certificates store. Today, the largest issue with SSL implementations is the difficulty in determining 
whether the issuer of the SSL certificate is authoritative to issue that certificate. This conundrum exists be-
cause there is no correlation between DNS names and PKI Certificate Authorities, and there will likely never 
be one. To minimize this threat, minimize the number of root certificates trusted by your critical infrastruc-
ture components. Ensure this process is well tested before roll out to avoid a self-denial of service. 

2.3. Theft of Certificates and Private Keys 

Software implementations of cryptographic modules are vulnerable to extraction of private keys from 
their hosts. This is even more of a risk if these keys are stored on general purpose computing environments 
running commercial operating systems. 

Readily available tools such as Mimikatz [4] have the ability to export keys from Microsoft security 
stores, even if the keys are marked as non-exportable. With these tools, the compromise of a server must be 
equated with the compromise of all private keys stored in that system. 

Even when the cryptographic module implements a separate password to encrypt the private key, it is 
still vulnerable to brute force offline password guessing. 

Hardware cryptographic modules, separation of roles, and two factor authentications must all be pro-
vided to protect critical certificates and keys. Code signing certificates are often overlooked in this scenario. 

2.4. Compromise of Registration Authority 

The attack against Comodo in the spring of 2011 appears to be the precursor to the Diginotar attack. In 
this case, the breach was to a registration authority (RA) which allowed the attacker to request and receive 
nine fraudulent certificates. Microsoft has published instructions to mitigate against these certificates at [5] 
and an online article [6] provides more background. 



 Blaine Hein 5 290 

The same set of security mechanisms proposed to mitigate the Diginotar attack would likely have ham-
pered the success in this attack as well. 

2.5. Supply Chain Security 

Security is only as strong as its weakest link. Sometimes even that statement is optimistic. The breach 
of servers at RSA through an advanced persistent threat (APT) [7] attack resulted in the compromise of a 
large number of SecurID tokens. However, RSA was not the end target in this attack. The compromised in-
formation was used to attack 3 US defence contractors [8]. While SecurID is not a PKI based security 
mechanism, what would the result be if you outsourced your PKI to a vendor who is subsequently breached? 
Ensure that your information security management system includes linkages to all aspects of your supply 
chain. What security mechanisms have your consultants and contractors implemented for IT equipment they 
connect to your network? Will the compromise of one of your suppliers or business partners result in a 
breach to your network because of trust relationships? 

2.6. Unintentional Consequences of Security Implementations 

2.6a. SSL Proxy Implementations 

SSL proxies are appliances configured to decrypt SSL connections initiating from within a corporate 
environment outbound to commercial web services. They are implemented generally to support the imple-
mentation of malicious code scanning and data loss protection at the boundary of the corporate network.  

 

 
Fig. 2 – SSL Proxy Configuration. 

Effectively they implement a man in the middle (MITM) attack. SSL Proxy certificates are functionally 
the same as intermediate CA certificates. They allow the SSL proxy to intercept the server certificate, replace 
the key with one known by the proxy, and then resign the certificate. This resigned certificate is presented to, 
and trusted by the browser. The proxy generates a second SSL connection outbound to the original web server. 

Their use has been relatively common for several years, but they have been slowly gathering negative 
publicity since early 2012 when Trustwave admitted issuing an SSL proxy certificate [9]. Mozilla published 
a series of letters to participants of their trusted root certificate program offering a period of amnesty instead 
of revoking the Trustwave Root CA Certificates [10] and an opportunity for them to revoke the “SSL Spying 
Certificates” [11].  
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2.6b. TurkTrust 

More recently, in what can be better described as a series of unfortunate events instead of malicious ac-
tivity, the certificate services provider TurkTrust was discovered to have issued intermediate CA certificates 
to two subscribers. Normal SSL certificates had been requested. One of the subscribers immediately re-
quested the delivered certificate be revoked. The second certificate was used to establish an SSL proxy in 
late 2012 [12]. Due to this incident the CA certificates have been removed from the browser and TurkTrust 
has been suspended from the trusted CA certificate program by Mozilla [13]. 

The chrome browser implements security mechanisms beyond those specified in the X.509 series of 
standards. This browser implements white listing of SSL public keys for the google.com domain. As Turk-
Trust was not one of the providers of valid google.com certificates, the chrome browser flagged the Turk-
Trust certificate as invalid [14]. 

Ultimately the public exposure of a proxy google.com certificate would put any CA which issued the 
proxy certificate at risk of blacklisting in several browsers.  

3. CRYPTO SECURITY 

3.1. Public Key Enabled Malware 

The following is not intended to be a detailed analysis of the listed malware. The intent is to identify 
the manner in which the malware obtained a valid digital signature. The lessons from these malware samples 
are to limit your trust where practical on critical infrastructure, and to not become the source for signatures 
on the next generations of malware. 

3.1a. Stuxnet 

The Stuxnet malware became public in July 2010. Lost in the media coverage speculating on the pur-
pose and authors of this malware was the digital signature which is one of the stealth enabling features. The 
malware includes two files which are installed as signed drivers by the operating system. The signature al-
lows them to be installed without generating a prompt to authorize the installation. The initial drivers are 
signed with certificates and keys stolen from Realtek and JMicron [15]. More information regarding the per-
vasiveness of digitally signed malware is provided at [16]. Finally the Symantec analysis of Stuxnet is pro-
vided at [17] which interestingly state the risk level as low.  

3.1b. Duqu 

The Duqu virus, while carrying a substantially different payload to the Stuxnet virus shares several 
similarities including the digitally signed driver with a certificate from C-Media. The Laboratory of Cryptog-
raphy and system Security (CrySyS) at the Budapest University of Technology and Economics has published 
a detailed analysis of Duqu [18]. A further article quoting the McAfee assessment is published at [19] and 
again an analysis by Symantec at [20]. 

3.1c. Flame 

The Flame malware took an alternative approach to signing malware. Instead of stealing Certificates 
and keys, Flame is reported to have implemented a MD5 chosen prefix collision attack against a Microsoft 
certificate which supported code signing [21]. In response to this event Microsoft has moved the two relevant 
certificates to the untrusted certificates container [22]. 

3.1d. 5000 More signed by Adobe 

Again in 2012, a compromised server holding a code signing certificate was substantially abused to 
sign more than 5000 pieces of malware. When initially disclosed, [23]. Adobe downplayed the attack as only 
enabling the signing of two pieces of malware. Further analysis by other security experts confirmed the 
scope and highlighted the technical knowledge required to implement the attack [24]. 
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3.2. Attacks against Algorithms 

3.2a. Timing Attacks 

Timing attacks were already well documented in the mid 1990’s at a time when PKI was still in its in-
fancy. General attacks were documented on several discrete logarithmic algorithms including RSA, DSA, 
and Diffie-Hellman. By 2003 research had matured to the point where controlled implementations were be-
ing tested on academic networks against Open-SSL implementations [25]. One implementation of this attack 
works by measuring the time taken to complete known mathematical operations. The attacker measures the 
timing differences caused when different information is submitted to the SSL Server. The exact mechanism 
here is extra reductions during Montgomery reduction for a manipulated input by the attacker. At the time, 
the technique was being successfully implemented (albeit in a very controlled environment) for key lengths 
up to 1024 bits. 

Blinding, an acceptably efficient mitigation for this attack was already envisioned in much earlier pa-
pers [26], but for implementations such as Open-SSL, this functionality was still not enabled by default in 
2003. Blinding is a process where an additional calculation with random data is added to obfuscate the tim-
ing differences. 

3.2b. Short key lengths 

In the fall of 2011 compromised certificates based on RSA-512 were detected from a Malaysian Cer-
tificate Authority [27]. The commonly agreed attack vector was the factoring of the keys. Microsoft made a 
tool available to remove trust in RSA-512 certificates in 2012 [28]. The solution here is obvious: follow the 
attack trends to ensure that you are able to upgrade key lengths before you are forced into an emergency re-
key by an attacker factoring keys. 

3.2c. Hash collisions 

MD5 based hash collisions have been shown to be an implemented reality by malware such as Flame, 
but the current discussions still speculate on when the theoretical collisions against SHA-1 will arrive. 
Schneier [29] calculates that collisions will become affordable by 2018. As we have seen, a single chosen 
plain text hash collision can result in a substantial amount of damage. Solution here is the same as for short 
key lengths. 

3.3. Attacks against Cryptographic Implementations 

3.3a. Random Number Generator (RNG) 

Over the years there have been many flawed implementations of random number generators, including 
implementations by Microsoft and Netscape to name just a few. More recently, researchers have uncovered a 
significant number of active RSA keys which are either default keys duplicate keys, or contain a shared 
prime factor [30]. Some researchers immediately came to the conclusion that RSA was broken [31], but there 
are several other causes for weak keys. 

Default keys exist due to poor configuration practices where keys included in the device from the fac-
tory are not replaced prior to in-servicing the equipment. 

Keys that are duplicates or that share a prime factor result from random number generators with low 
entropy [32]. Duplicate key pairs likely are the result of both primes being generated with poor entropy. The 
last case (shared prime factor) likely results from the first prime number resulting from poor entropy in the 
RNG, but the second prime is generated after the RNG is re-seeded to improve entropy. For completeness, 
the bugs discovered in the Microsoft and Netscape RNG implementations are [33] and [34]. Formal security 
evaluations are the best protection against flawed RNG implementations. 

4. CONCLUSIONS 

This paper has only scratched the surface of the majority of these threats, but it provides plenty of links 
for further analysis. The threats and the suggested countermeasures provide a broad threat landscape to use 
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as an input to a risk assessment process. The risk assessment process is critical in determining the security 
services and security mechanisms required to secure PKI implementations.  

The proliferation of signed malware is here to stay. This paper provides one final lesson; learn the les-
sons of others before you learn them from scratch by yourself. 

5. DISCLAIMER 

Any opinions expressed herein do not necessarily reflect the views of the NCI Agency, NATO and the 
NATO nations, but remains solely those of the author. 
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This paper completes recent results obtained by extending the running-key cipher procedure from 
natural language to applications over chaotic systems. We apply the new running-key approach on the 
chaotic tent map and prove its utility in obtaining practically zero-redundant pseudo-random number 
generators, alongside with the possibility to consider the initial condition and the tent map control 
parameter as elements in the secret key – a desideratum in chaos-based cryptography. The results are 
both theoretically and experimentally supported by combining concepts from information theory and 
statistical methods in the context of the chaotic system. The statistical evaluation includes NIST test 
suite for testing the randomness of the proposed binary generator. Based upon the results presented in 
this paper, the provided generator can be used for designing new cryptosystems where the pseudo-
random binary sequences can be a chief support.  

Key words:  tent map, pseudorandom binary sequences, running-key cipher, noisy channel, NIST test 
suite 

1. INTRODUCTION 

The running-key procedure advanced in [1] and [2] for the logistic function is here extended and 
adapted for tent map. Mathematically speaking, tent map is a discrete time chaotic system described by 
relation (1): 

���� � ����� � 	 				��� 					 , 0 � �� � �1 � ��1 � � 					 , � � �� � 1 (1)

where,	� ∈ �0,1�\�0.5� is the control parameter and �� is the current state of the system. Tent map defined in 
(1) has uniform invariant probability density in [0, 1] interval. Binary sequences (further denoted by Z) are 
obtained from the real �� values of tent map by a comparison with a � threshold equal with the control 
parameter � as in Fig. 1 and relation (2). 

 

Fig. 1 – Two binary sequences generated by tent map for two different initial conditions. Illustration for  � � � � 0.4.  
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�� � �0,							0 � �� � �1,							� � �� � 1 (2) 

The working versions of running-key procedure are illustrated in Fig. 2.  

Fig. 2 – A running-key approach applied to the chaotic system. �  stands for the binary typical sequences.  
The method has the particularity that all the summed sequences are typical binary sequences generated 

by tent map (1) considering successive iterations for a fixed � control parameter and a binarization threshold � � �. The summations in the Fig. 2 are bit by bit modulo 2. 
The extending of running-key procedure for chaotic systems is due to the ergodicity property of these 

systems. For fixed	� parameter in (1) we have an ergodic random process. Each parameter change will lead 
to another random process. Thus, future discussions will be made for fixed � value of the parameter. Each 
typical sequence will be defined by a randomly chosen initial condition in �0,1� and a fixed control 
parameter � � �, the same for all the summed sequences. 

Our particular concern when applying the running-key approach (see Fig. 2) is to evaluate the number 

of summed typical binary sequences that can lead to !� sequence compatible with the fair coin model. In 
other words, we aim to determine the " value, so that the output information source that produces !� 
sequences becomes a binary memory-less source of zero-redundancy. In this case, the !� sequence will be 
statistically independent of its components (sequences that are summed up) and it would not be possible to 

be decomposed into its components. 

This way of proceeding, that we call the running-key approach, includes a representation of variants in 

Fig. 2 by using a cascade of information channels that allows a simple way to determine the value of " when 
reaching the !� sequence compatible with the fair coin model. Using the cascade of information channels, all 
evaluations will be done directly inspecting the output sequence !�. The requirement that !� 	 is compatible 
with the fair coin model implicitly ensures the fact that !� cannot be separated into its components. This 
condition is a desideratum that can be reached (verified) by various statistical tests carried on !� 	, but 
avoiding more complicated assessments of “cryptanalysis” type. 

Note: The term “cryptanalysis” is misused here because what we get in the end is a good quality 

statistical pseudo-random binary generator, where !� sequences could be used as enciphering sequences 
(keys) in a cryptosystem. For a better understanding, recall that the evaluation of running-key cipher applied 

to natural language was based on cryptanalysis. Thus, in versions 1 and 2 (corresponding to Fig. 2) the 

cipher was broken (i.e. the cryptograms !� and !# could be decomposed into the natural texts that 
participated to the respective summation), but in the variant 3 (i.e. !$, meaning four summed natural texts) 
the cipher could not be broken, result which allowed assessment of relative redundancy (about 75%) for 

English language, [1] - [6]. 

In what follows, we show that the running-key procedure applied on tent map will provide a binary 

pseudo-random number generator compatible with the fair coin model for a large range of values for � 
control parameter. 

Section 2 presents the theoretical evaluation of the generator obtained by the running-key approach. 

Section 3 shows the experimental results obtained when catching the " value for which !� type sequence 
corresponds to fair coin model. The investigation was made using probability tests supported by a Monte-

Carlo analysis and by the NIST test suite. Section 4 presents final remarks and conclusions. 
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2. THEORETICAL EVALUATION 

By successively iterating the tent map (1) and choosing binarization threshold equal to tent map 

parameter, the obtained binary sequence obeys to the i.i.d. statistical model (data coming up from 

independently and identically distributed random variables), result shown in [7]. The result is valid for any 

control parameter value (except � � 0.5, when the tent map statistical behavior is no more chaotic). 
Although binary data are statistically independent even in successive iterations, in order to comply with the 

fair coin model a numerical restriction concerning the parameter range of values is required [7] and [8]. 

Thus, if the parameter is chosen in the interval (0.49995, 0.50005), a binary pseudorandom generator of good 

statistical quality can be obtained for typical sequences of length at most equal to 10% binary symbols (see 
section 3). Although being of a good statistic quality, the generator has the disadvantage that the initial 

condition can be easily recovered based on a binary sequence. In this case, the initial condition and the 

control parameter from (1) may not be included in the secret key in cryptographic applications, [8] and [9]. 

By the running-key procedure, Fig. 2, we get !� type binary sequences compatible with the fair coin 
model for a wide range of values of the control parameter. According to the running-key procedure, the 

summed sequences will not be recovered from !�. In this way a major obstacle against the recovery of the 
control parameter value and of the initial conditions will be encountered, which could lead to their inclusion 

in the secret key. 

In Fig. 2, �  are i.i.d. binary sequences of N size, obtained by considering all successive iterations of 

(1), fixed � value and � � �.  
Fig. 3 introduces a new view of the running-key procedure from Fig. 2, through a cascade of 

information channels. The cascaded information channels allow to catch the moment when the running-key 

procedure stops, by evaluating the entropies of the secondary sources !�, !#,⋯!� . All the implied 
information sources �', !�, !#, ⋯!�, are binary and memory-less;  Fig. 3 allows a decision concerning the 
degree of dependence/independence between the �' input source (which corresponds to the tent map and to 
its typical sequences � ) and the !� output source.  

Note: The typical sequence !� � �' ( ��  (from Fig. 2) can be viewed as a particular realization of the !�  source in Fig. 3 (output of the first information channel). Similarly, !� 	typical sequence from Fig. 2 can 
be viewed as a particular realization of the !� source in Fig. 3  (!� source in Fig. 3 and !� typical sequence 
from Fig. 2 are denoted by the same letter).  

 

Fig. 3 – An information channel depiction of running-key approach. 

The cascaded information channels are binary symmetric channels, each of them having the noise 

matrix from relation (3). ) * elements of the noise matrix are actually the probabilities of the �' information 
source, P0=)��' � 0� 	� 	� and P1=)��' � 1� 	� 1 � � [7]. The !� secondary source has the probabilities: )�!� � 0� � �# ( �1 � ��# � 1 � 2��1 � �� and )�!� � 1� � 2��1 � ��. It follows that the entropy 
assigned to  !�  binary source can be obtained by using the entropy function ,�-� � �- log# - � �1 �-� log#�1 � -�. So ,�!�� � ,�2��1 � ���. 

  !� 

 ) * 0 1 

 	�' 0 � 1 � � 
1 1 � � � 

 

) * � 	)�!� 	� 1/�' � 	3�,				3, 1 ∈ �0,1� (3)

Table 1 presents the entropy values corresponding to  �' and !� information sources, evaluated for two 
control parameter values: � � 0.2 and � � 0.4. 
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Table 1 

Entropies assigned to the cascaded information channels 

Entropy � � 0.2 � � 0.4 ,��'� � ,��� 0.7243 0.9699 ,�!�� � ,�2��1 � ��� 0.9074 0.9987 ,�!$� � ,�24�1 � 4��; 	4 � 2��1 � �� 0.9915 0.9994 ,�!6� � 	,�27�1 � 7��; 	7 � 24�1 � 4� 0.99978 0.9999999 

 

Based on Fig. 3 and fundamentals from information theory and cryptography [4], [5], [6] and [10], the 

cascaded binary symmetric channels successively convey information from the �' input source, which is a 
redundant source, to the !� which is practically a non-redundant source. Thus we have the following 
relationship between the entropies of the binary successive sources:  ,��'� � ,�!�� � ,�!#� � ,�!$� � ⋯ � ,�!��                 (4)

The running-key procedure determines the " value for which ,�!�� ≅ 1. To decide when ,�!�� ≅ 1, 
a probability test on the !� binary sequence will be used. The decision that the sequence is compatible with 
the fair coin model will be taken based on type II statistical error [11]. 

The probability test has the following hypotheses: 

� null hypothesis, H0: - � -'  
� alternative hypothesis, H1:  - : -' 

where - is the true probability of the investigated event. 
The statistical significance level is ; � 0.05, thus �</# � 1.96 (�</#	is ;/2-point value of the standard 

Gaussian law). The H0 hypothesis is accepted if |-̂ � -'| � A � �</#B-'�1 � -'�/C where -̂ is the 
estimated value of - probability and C is the size of the 3. 3. D. sequence. The type II statistical error 
probability for the test is expressed by (5). 

E�C, F� � G 1√2IJ# exp N��� � -O�#2J# PQR�S
QRTS d� 

(5) 

 A � �</#VQR��TQR�W ,			-O � -'�1 X F�, J# � -O�1 � -O�/C  
The decision on "	value (,�!�� ≅ 1) relies on type II statistical error probability and depends upon 

two parameters, C and F (here -' � 0.5). In order to be sure that the binary sequence always obeys fair coin 
model (i.e. the final expected result), F needs to be reevaluated for any C length (required by the 
application).  

The E type II statistical error probability of accepting wrong data as good data (i.e. to accept H0 even if  
the coin is slightly unbalanced) is evaluated  according to relation (5) where ; � 0.05 and -' � 0.5. For 
example if F � 0.001 and C	 � 65536, the type II statistical error probability is greater than 0.94. For a 
data volume	C � 10% (needed by NIST tests) and aiming that the probability test will pass in about 95% of 
cases (E Z 0.95), it results F Z 10T[. If follows that a parameter value chosen in the interval [0.49995, 
0.50005] will enable to obtain a typical !� binary sequence complying with the fair coin model without any 
summation. 

By applying the running-key procedure for a choice of the � parameter value in a larger interval, e.g. � ∈ �0.4, 0.6�, the decision that the output sequence complies with the fair coin model is taken when " � 4 
respectively for ![ (summing 5 typical sequences generated by tent map), see Table 1 and Section 3. 

Comments on  Table 1: 

For � � 0.2 parameter value, the resulting entropy of the input binary source is ,��'� � 0.7243 bits. 
If we sum two typical � 	sequences emitted by tent map it results !� information source of entropy ,�!�� �0.9074 bits. If we sum six typical sequences we obtain !6 sequence emitted by a practically non-redundant 
information source namely, ,�!6� � 0.99978. 
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Following the reasoning applied for the evaluation of natural language redundancy, [2], [3] and [6], the 

recovery of the 6 sequences of C length that participated to the summation would imply to determine 6 ∙ C ∙ ,��'� unknown binary symbols from C known binary symbols (representing !�). 
Obviously, we cannot decompose !6 into the 6 components. If we could decompose it into the 6 

components, we should have 6 ∙ ,��'� � 1. Judging from this, it would be enough to make a summation of 
2 typical sequences produced by tent map with � � � � 0.2. In order to obtain a non-redundant generator for � � 0.2	and C � 10%, we need more than 5 summations for the needed accuracy. The 5 summations 
implicitly ensure statistical independence between the !6 sequence and any of the �  sequences that 
participated to the summation, result which is valid only for C values  (e.g. C � 65536) smaller than the 
requirement of the NIST test suite. 

To conclude: Finally we obtain a non-redundant sequence, completely independent of any typical 

sequence participating in the summation. So, it is difficult to believe that someone could easily recover, 

without exhaustive trials, the "	 ( 1 initial conditions and the control parameter value, based on !�. 
3. EXPERIMENTAL RESULTS 

Here we present experimental results on the proposed generator. The running-key procedure is 

evaluated by successively investigating the typical sequences !�, !#,⋯ , !�, aiming to catch the moment when !� complies with the fair coin model. Section 3.1 presents the experimental study by using basic statistical 
tests concerning m-gram probability (_ successive binary symbols) supported by the Monte-Carlo analysis. 
Section 3.2 presents experimental studies on the same generator using the NIST test suite. 

3.1. Basic statistical methods 

For this generator, the control parameter is equal to the binarization threshold, in which case the �  
sequences obey to the i.i.d. model, however their probability law is not uniform. By successive summations 

we aim to determine the k value when !� sequence complies with the fair coin model.  !� sequences are obtained by a bit by bit modulo 2 summation of the �  sequences. Sequences denoted 
by �  are of size C � 10% bits and are generated by (1) for a fixed � control parameter value and randomly 
chosen initial conditions according to the uniform law in the (0, 1) interval. For example, summing up the 

two data sequences �' 	↔ ��'�, �'#,⋯ �'W� and 	�� ↔ ����, ��#,⋯ ��W� we obtain !� ↔ �a��, a�#, ⋯a�W�, 
where a�* � �'* ( ��*. 

Fig. 4 – The m-gram experimental data sets. 

Based on the obtained !� binary sequences we evaluated the m-gram (_ � 1,2,3,4) probability by 
applying the usual probability test with the following hypotheses: H0, meaning that the investigated 
probability is equal to the -' expected theoretical value; H1, the investigated probability differs from -'. The H0	 hypothesis is accepted if |-̂ � -'| � A � �</#B-'�1 � -'�/C where -̂ is the estimated value of the 
investigated m-gram probability. The m-gram data sets submitted to test are extracted from  !� as shown in 
Fig. 4. Note that the data set volume for monogram is C �	10%, for digram is C/2, for trigram C/3 and for 
tetragram C/4. The corresponding -' theoretical probabilities are: 0.5 for monogram, 0.25 for digram, 0.125 
for trigram and 0.0625 for tetragram. We made a detailed analysis for each possible m-gram (_ � 1,2,3,4). 
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For each and every investigated m-gram, we applied a Monte-Carlo analysis by resuming the 

probability test 500 times and recording the proportion of the H0 hypothesis acceptance. The decision that  !� sequence complies with the fair coin model was taken if the recorded proportion was within the interval �0.93, 0.97�, for each and every investigated m-gram. 
In Table 2 we show this kind of results for � � 0.4 and for the " summation number equal to 3 and 4. 

It can be noticed that the proportions of the H0 hypothesis acceptance is inside �0.93, 0.97� for all m-grams, 
when " � 4.   

Table 2 

Proportion of H0 acceptance for m-gram probability test for � � 0.4 
m-gram bc bd m-gram bc bd 
0 0.622 0.96 011 0.936 0.958 

1 0.622 0.96 100 0.944 0.948 

00 0.742 0.974 101 0.93 0.934 

01 0.95 0.95 110 0.95 0.942 

10 0.942 0.94 111 0.912 0.96 

11 0.716 0.96 0000 0.884 0.96 

000 0.834 0.948 0001 0.926 0.962 

001 0.946 0.936 0010 0.926 0.942 

010 0.942 0.956 1111 0.864 0.966 

 

We made similar investigations as in Table 2 for various � control parameter values. The overall study 
was summarized in Table 3. Namely, for each k value we determined a range of values for the choice of � 
control parameter. If the � control parameter is chosen inside the respective interval, the corresponding !� 
sequence complies with the fair coin model. For example, for " � 3 the � parameter value should be chosen 
within �0.43, 0.57� interval. 

Table 3 

Tent map control parameter intervals that enable to generate the !� non-redundant sequences  e be Assigned interval for f 
0 !' � �' (0.49995, 0.50005) 

1 !� (0.497, 0.503) 

2 !# (0.48, 0.52) 

3 !$ (0.43, 0.57) 

4 ![ (0.39, 0.61) 

3.2. NIST test suite 

The performances of the proposed chaotic generator were evaluated using one of the most popular 

standards for investigating the randomness of binary data, namely NIST (National Institute of Standards and 

Technology) test suite. The NIST statistical test suite was specially designed for randomness examination of 

hardware or software data generated from cryptographic random or pseudo-random generators.  

  NIST tests were primarily applied to verify the results obtained by the running key approach, testing 

the !� sequences from sub-section 3.1. Thus, we checked the ranges of the control parameter � for which the 
chaotic generator provides pseudo-random and non-redundant binary sequences !�. 

For our investigation we have generated a number of _ � 1000  different !� binary sequences for 
each k value. Each !� sequence was generated using " ( 1 initial conditions for tent map, uniformly chosen 
in the range �0,1�, each of length 10%  bits (fixed � parameter and � � �).  

For each !� sequence, all 15 variants of NIST statistical tests (divided in 188 tests) were applied. Each 
test provides a --value [12]. Similarly to other statistical tests, the NIST tests are based on hypotheses 
testing. Hypotheses testing is a procedure to determine whether an assumption about a particular theory is 

reasonable. In this case, the assumption is that a certain sequence of 0 and 1 is random [12].   

To validate each statistical test and to determine its passing ratio, a significance level (;) is firstly 
chosen. A value ; � 0.01 of the significance level assumes that 99% of the sequences should pass the 
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statistical test. In our experiments the significance level was fixed to 1%. By the probability estimation 
theory and resuming each test 1000 times,  the range of acceptable proportions for each type of test can be 

determined by using the confidence interval defined as	�- ∓ 3B-�1 � -�/_			, where  - � 1 � ; � 0.99 
and _ � 1000. Thus, the passing ratio for the !� sequences is restricted to the acceptance interval �0.9806, 0.9994�.   

Note: In this paper only 15 of the 188 NIST statistical tests are illustrated. For tests existing in several 

variants only the results for one randomly chosen test were provided for illustration. These categories 

include: Cumulative Sums, Non Overlapping Template, Random Excursions, Random Excursions Variant 

and Serial statistical tests.   

The randomness of !� sequences generated using the running-key approach was investigated using the 
NIST statistical test suite in order to verify/validate the range of � control parameter according to Table 3. 

For these intervals we claim that !� sequences follow closely the fair coin model. The margins (left/right 
limit) of each interval were tested along with several values inside the range. The results confirmed the high 

quality for the provided intervals. Table 4 illustrates one of the NIST analysis for " � 4 (corresponding to ![) and the control parameter � � 0.4210 and threshold � � �. 
Table 4 

NIST results for the proposed generator (� � � � 0.4210) 
C1 C2 C3 C4 C5  C6  C7 C8 C9 C10 P-

val. 

P.R.% Statistical Test 

111     107 107 100   96   95  101   88 102   93  0.86 0.989 Frequency 

82   92 111 110 100   90 110  101 103 101 0.51 0.989 BlockFrequency 

115 100 103   84 117   83 103 87 110 98 0.14 0.986 CumulativeSums 

99 80 106 85 98 122 83 104 108 115 0.04 0.992 Runs 

94 90 104 102 97 92 98 108 112 103 0.88 0.987 LongestRun 

110 114 88 91 96 93 106 93 100 109 0.59 0.986 Rank 

106 90 101 113 87 107 110 88 94 104 0.51 0.989 FFT 

100 91 109 98 116 91 103 109 92 91 0.60 0.987 NonOverlappTemplate 

117 103 101 88 90 108 100 86 105 102 0.50 0.985 OverlappTemplate 

122 97 108 84 100 95 88 110 103 93 0.25 0.986 Universal 

96 100 88 102 109 107 93 117 87 101 0.53 0.987 ApproximateEntropy 

58 54 71 64 67 51 64 65 52 59 0.65 0.998* RandomExcursion 

58 61 61 57 50 60 69 49 73 67 0.45 0.995* RandomExcursionV 

105 91 103 88 117 103 87 103 107 96 0.53 0.989 Serial 

124 96 96 85 94 100 93 88 111 113 0.14 0.987 LinearComplexity 

* RandomExcursions and RandomExcursionsVariant tests used fewer sequences to complete the tests 

 

Interpretation of Table 4 

The proposed chaotic generator was analyzed using the latest version of the NIST statistical test suite 

published on the official website of the National Institute of Standards and Technology. The result provided 

by NIST consists in a test report for each binary file of length C	 i 	_ bits under investigation. The resulting 
test report contains a table that includes the following columns: 

� STATISTICAL TEST column presents the names of the tests 

� PROPORTION (Passing Ratio – P.R.) column represents the passing ratio of the !� sequences 
from a total of _ sequences. This value should be in the range provided in this section in case of success 

� j�, j#, j$,⋯ , j�'	columns represent the number of sequences (from _) for which the --value is 
located in one of the 10 disjoint intervals of length 0.1 which cover the �0,1� range 

� )-value column indicates the uniformity of the --values obtained for each statistical test [11]. 
This can be considered as a )-value of --values and along with the proportion column it represents an 
indicator of the statistical test success. This )-value is obtained as follows: 

– The chi-square (k#) test is applied to measure the spreading of the --values over �0,1� using 
the results provided by columns j , �3 � 1,2, …10� 
– The value )_n�o4pq � 3r�_��s# , tu# � is evaluated. If )_n�o4pq v 0.0001, the --values can be 
considered uniformly distributed in �0,1�. 
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According to NIST statistical test suite, regarding the passing ratio and the uniformity of p-values 

obtained after applying the statistical tests, the proposed chaotic generator is eligible to be used in pseudo-

random binary data generation, with direct applications in cryptography. 

4. CONCLUSIONS 

 In this study we applied the new running-key method on the chaotic tent map and demonstrated its 

utility in designing non-redundant pseudo-random number generators, alongside with the possibility to 

consider the initial condition and the tent map control parameter as elements in the secret key. The 

theoretical and experimental study was done on binary sequences generated by tent-map, for a binarization 

threshold equal to the control parameter. This choice of the binarization threshold (equal to tent map 

parameter) implied that all typical binary sequences involved in the running-key method comply with the 

i.i.d. model required by the statistical inferences used in this evaluation. 

The running-key method was experimentally supported by the usual statistical methods completed with 

the NIST tests suite. All assessments (theoretical and experimental) provided numerical results that allow an 

immediate application. These quantitative results consist in providing the range of choice for the control 

parameter as a function of the number of summations (requested by the application) involved in the running-

key method. 

The running-key procedure, firstly advanced for the logistic map and considered generally valid for 

ergodic sources, is here completed by this new exploration on tent map. 

As a final remark, the provided generator can be used in cryptographic applications where the pseudo-

random binary sequences can be an important component in the enciphering key designing. 

We mention that, although the running-key study on tent map was done for a particular choice of the 

binarization threshold, this method can be extended, with similar results, for other choices of binarization 

threshold. 
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In this paper we describe the main ideas of a few versions of an algebraic known plaintext attack 

against AES-128. The attack could be applied under the hypothesis of knowing a part of the 16-bytes 

key. These attack versions are based on some specific properties of the key schedule, properties that 

allow splitting the keys space (2128 keys) in subspaces based on some well-defined criteria. The 

practical efficiency of these attacks depends on some conditions including a conjecture. Also, the 

paper introduces a definition of weak keys, in the context of the presented attack.  
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1. INTRODUCTION 

The Advanced Encryption Standard, with its three versions, AES-128, AES-192, and AES-256 is the 

best known and most widely used block cipher [1]. A detailed description of AES, including some attacks 

can be found in [2].   

In the 2nd Section of the paper we introduce a scheme, containing the 11 round keys in a compact 

form which leads to a series of properties of the key schedule, especially the way in which the bytes from the 

initial key contribute to obtaining the round keys bytes. 

Based on these properties, we present some ways in which the 2
128
 keys can be split  in classes 

(subspaces), the computation needed for the expansion of all the keys (at once) within a class being more 

efficient (reduced) than the computation needed for obtaining the round keys for each key from that specific 

class.    

We also study the case when all the 16 bytes of the initial key K
0 
are known, as in the brute-force 

approaches.     

The 3rd Section presents versions of potential algebraic attacks against AES-128. In these versions 1, 

2, 4, or 8 bytes out of 16 of the initial key are considered unknown, while the other 15, 14, 12 or 8 bytes are 

considered known. It is shown that the 11 round keys can be easily computed even if we consider unknown 8 

bytes from the initial key.  

The attack versions could be more efficient than a brute-force approach if some conditions are 

satisfied, including a conjecture.  

In this work we present in more detail only the version of the algebraic attack in which just 1 byte from 

the initial key is considered unknown; for the other possible attack scenarios only the main ideas are 

presented. 

In order to obtain the equations system that needs to be tested for compatibility we use an algorithm for 

computing S-box's output when providing as input binary vectors.     

Improvements of these attacks can be made by taking into account some properties of the S-box and 

also by using some feasible approaches (like in the case of the key schedule) that could lead to a better 

structure of the equations systems obtained. 

 In the 4th Section we present a definition of keys considered weak in respect to some criteria. For this 

we expand the key in inverse order, from round 10 to round 0, because in this way is much easier to identify 

the 'weak keys' in the sense we defined them. 
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 Also, the attack version using the key expanded in inverse order and considering unknown 1 byte of the 

key K
10
 could be more efficient than the attack considering the key expanded in the usual way and, again, 1 

byte of the key unknown.     

2. PROPERTIES OF THE KEY SCHEDULE 

 The initial key K
0
 and the 10 round keys K

1
, K

2
, ..., K

10
 (each containing 16 bytes) are all called 

"expanded key".  

 Let us shortly remind the iterative computation of round key K
i+1
 from the round key K

i
:  

 

 If   

�� �

�
�
�
�
����	

� 	�	��	 	�
�		� ����
��	� 		�		�	 	…				…			
��
� 	…				…				…			
���� 		…				…				…			


�
�
�
�
 

 then the bytes of the round key K
i+1 
are obtained by: 

���	 �

�
�
�
�
�		���	
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�	 � ��������	� �																						…																													…									…	
	���	��	 � 	����	 � ��������	� �																						…																													…									…		 


�
�
�
�
 

 where + represents the bitwise operation XOR (applied for 2 bytes) and C
i
 represents the round 

constant.  

 It is difficult to notice some properties of the key by describing the expanded key using the above 

relations. 

 Using the conventions (for page fitting): 

  – xy meaning x XOR y;  

  – [x] meaning SBox(x); 

 and other adequate notations, the expanded key can be written in a compact and easily readable form. 

 The expanded key is presented in the first 4 columns of Scheme 1, the used notations being written in 

the 5
th
 column; the values 01, 02, 04, ..., 1B, 36 represent the round constants. 

 
1 2 3 4 5 

0 a e i m 

0 b f j n 

0 c g k o 

0 d h l p 

1 eimA1 imA1 mA1 A1 A1=aeim[n]01 

1 fjnB1 jnB1 nB1 B1 B1=bfjn[o] 

1 gkoC1 koC1 oC1 C1 C1=cgko[p] 

1 hlpD1 lpD1 pD1 D1 D1=dhlp[m] 

2 iA1B2 mB2 A1B2 B2 B2=em[B1]02 

2 jB1C2 nC2 B1C2 C2 C2=fn[C1] 

2 kC1D2 oD2 C1D2 D2 D2=go[D1] 

2 lD1A2 pA2 D1A2 A2 A2=hp[A1] 

3 mA1B2C3 A1C3 B2C3 C3 C3=im[C2]04 

3 nB1C2D3 B1D3 C2D3 D3 D3=jn[D2] 

3 oC1D2A3 C1A3 D2A3 A3 A3=ko[A2] 

3 pD1A2B3 D1B3 A2B3 B3 B3=lp[B2] 
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                                                                                                                                    (continued) 

4 A1B2C3D4 B2D4 C3D4 D4 D4=m[D3]08 

4 B1C2D3A4 C2A4 D3A4 A4 A4=n[A3] 

4 C1D2A3B4 D2B4 A3B4 B4 B4=o[B3] 

4 D1A2B3C4 A2C4 B3C4 C4 C4=p[C3] 

5 B2C3D4A5 C3A5 D4A5 A5 A5=A1[A4]10 

5 C2D3A4B5 D3B5 A4B5 B5 B5=B1[B4] 

5 D2A3B4C5 A3C5 B4C5 C5 C5=C1[C4] 

5 A2B3C4D5 B3D5 C4D5 D5 D5=D1[D4] 

6 C3D4A5B6 D4B6 A5B6 B6 B6=B2[B5]20 

6 D3A4B5C6 A4C6 B5C6 C6 C6=C2[C5] 

6 A3B4C5D6 B4D6 C5D6 D6 D6=D2[D5] 

6 B3C4D5A6 C4A6 D5A6 A6 A6=A2[A5] 

7 D4A5B6C7 A5C7 B6C7 C7 C7=C3[C6]40 

7 A4B5C6D7 B5D7 C6D7 D7 D7=D3[D6] 

7 B4C5D6A7 C5A7 D6A7 A7 A7=A3[A6] 

7 C4D5A6B7 D5B7 A6B7 B7 B7=B3[B6] 

8 A5B6C7D8 B6D8 C7D8 D8 D8=D4[D7]80 

8 B5C6D7A8 C6A8 D7A8 A8 A8=A4[A7] 

8 C5D6A7B8 D6B8 A7B8 B8 B8=B4[B7] 

8 D5A6B7C8 A6C8 B7C8 C8 C8=C4[C7] 

9 B6C7D8A9 C7A9 D8A9 A9 A9=A5[A8]1B 

9 C6D7A8B9 D7B9 A8B9 B9 B9=B5[B8] 

9 D6A7B8C9 A7C9 B8C9 C9 C9=C5[C8] 

9 A6B7C8D9 B7D9 C8D9 D9 D9=D5[D8] 

10 C7D8A9B10 D8B10 A9B10 B10 B10=B6[B9]36 

10 D7A8B9C10 A8C10 B9C10 C10 C10=C6[C9] 

10 A7B8C9D10 B8D10 C9D10 D10 D10=D6[D9] 

10 B7C8D9A10 C8A10 D9A10 A10 A10=A6[A9] 
 

Scheme 1. The expanded key, using some specific notations. 

 In the scheme above, for example   

A1=aeim[n]01 

 means  

A1=a XOR e XOR i XOR m XOR SBox(n) XOR 01. 

 

 Using the notations in column 5 a series of properties of the expanded key can be revealed, especially 

the way the bytes of the initial key are found as structural parts of the expanded keys.  

 First, Table 1 indicates the bytes from the initial key K
0
 that are components of the expressions of type 

A, B, C and D.  

Table 1 

Components Bytes in Expressions A, B, C, D  

a b c d e f g h i j k l m n o p 

A1 a       e i       m n 

A2 a       e h i       m n p 

A3-A10 a       e h i   k   m n o p 

B1   b     f   j     n o 

B2   b     e f   j     m n o 
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         Table 1 (continued) 

B3-B10   b     e f 

  

  j   l m n o p 

                 C1     c   

  

g 

 

    k   

  

o p 

C2     c   

 

f g 

 

    k   

 

n o p 

C3-C10     c   

 

f g 

 

i   k   m n o p 

                 D1       d 

   

h       l m 

  

p 

D2       d 

  

g h       l m 

 

o p 

D3-D10       d 

  

g h   j   l m n o p 

 
 From Table 1 and Scheme 1 one can deduce the properties P1, P2, P3, P4 and P5 from Table 2. These 
properties refer to the number of bytes from the round keys K

1
, K

2
, ..., K

10
 in which some specific byte or 

bytes of the initial key K
0
 appears. 

Table 2 

The properties P1, P2, P3, P4 and P5 

Property Bytes from K
0
 K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 

P1 a 4 6 8 9 9 9 9 9 9 9 

P2 i 2 5 8 11 12 12 12 12 12 12 

P3 a, c 8 12 12 12 12 12 12 12 12 12 

P4 a, i 4 6 10 12 12 12 12 12 12 12 

P5 a,c,i,k 8 12 12 12 12 12 12 12 12 12 

 
 Let's notice that, due to the symmetry of the expanded key:  
 – the property P1 also holds for the bytes b, c and d;  
 – the property P2 also holds for the bytes j, k and l; 
 – the property P3 also holds for the subset {b, d};     
 – the property P4 also holds for the subsets {b, j}, {c, k} and {d, l}; 
 – the property P5 also holds for the subset {b, d, j, l}. 
 Observation: one can take into consideration the other bytes from the initial key, but their properties 
are less relevant for our purpose: affecting a number of bytes from the round keys as small as possible. 
 
 Property P6: the bytes a, b, c and d pass through the S-Box only individually (never in combination of 
2, 3 or 4). 
 Property P7: the bytes a, b, c, d, i, j, k and l pass through the S-Box only in combination of at most 2 
or 3.    
 We will explain the significance of these properties for our potential attack. 
 In the following we show that the brute-force approaches could be accelerated, at least in the process of 
obtaining the expanded keys, and in the 3

rd
 Section we present the main ideas for some versions of an 

algebraic attack using the enounced properties. 
 In a naive brute-force attack, the keys are generated and used sequentially; in order to obtain n 
expanded keys, 40 S-Box substitutions and 170 exclusive or operations are performed for n times.  
 As a consequence of the fact that the key schedule process is independent from the enciphering process 
we can first group the expanded keys in some specific classes and store them using small dimension tables. 
These tables would contain precomputed bytes or combinations of bytes as components of the expanded keys 
(for example, from Scheme 1, the byte A1B2C3B4 can be seen as an exclusive or of 4 components). 

 There are multiple options for grouping the expanded keys space (2
128
) in such a way that obtaining a 

group of n expanded keys is significantly less computationally expensive than the usual way (40 substitution 

and 170 exclusive or for n times). 

 These possibilities of generating classes of expanded keys depend on the ability to perform operations 

based on the data presented in Scheme 1. 

 We present only the main ideas: 
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 – the expressions A1, A2, ...., A10 depend only on 9 from the 16 bytes of initial key: a, e, i, m, n, h, p, k, 

o; more than that, these expressions do not explicitly depend on the 9 bytes but only on the 

 combinations aeim, n, hp and ko;          

 – the expressions A1, A2, ...., A10, in combination with the expressions C1, C2, ...., C10 depend only 

on 12 bytes of initial key and, like in the previous case, do not explicitly depend on each byte individually, 

but only on the combinations ae, im, cg, ko, f, h, n and p. 

3. ALGEBRAIC ATTACK VERSIONS 

 All the attack versions we present are variations of the known plaintext brute-force attack. A part of the 

bytes from the initial key K
0
 are considered known, the other bytes being recovered from some binary 

equations systems. Obviously, like in the case of usual brute-force approach, when the equations system is 

found to be incompatible, the attack will take into consideration some other values for the bytes considered 

known. 

 The practical efficiency of such versions of attacks depends especially on: 

 – the computational effort needed to generate the equations systems; 

 – the complexity of solving the system, in case of compatibility; 

 – the efficiency of the false keys filtering. 

 Related to the false keys filtering, the following conjecture would represent strong result for the 

success and efficiency of the attack (if true): 

 

Conjecture: given an over-defined binary equations system that could be compatible or incompatible, it is 

easier to prove that it is incompatible than to find its solution, when compatible. 

 

 This conjecture is true for a binary multivariate equations system, when the number of binary variables 

is small but, probably, it is hard to decide when the number of variables is larger.  

 In the following, we present the basic ideas of the attack versions successively considering unknown 1, 

2, 4 and 8 bytes from the initial key. 

 First, we depict the way to obtain the expanded key, starting from the Scheme 1. 

 The Scheme 2 presents the expanded key obtained when the byte u = a is considered unknown. Similar 

schemes are obtained when the byte considered unknown is b, c, or d. The expanded key when considering 

unknown the bytes u = a and v = c is presented in Scheme 3 (similar when the bytes b and d are unknown). 

The expanded key in the case of unknown bytes u = a, v = c, x = b and y = d is presented in Scheme 4.     

 One can observe that the Scheme 2 can be directly obtained from the Scheme 1: 

 – the values of the expressions A1, A2, ..., A10 from the 5th column are modified appropriately; 

 – in the columns 1, 2, 3, 4, A1 becomes A1P0(u), A2 becomes A2P1(u), A3 becomes A3P2(u), ..., A10 

becomes A10P9(u). 

 The way to compute the expressions P0(u), P1(u), P2(u), ..., P9(u) is specified above the round key 

where they appear for the first time.  

 Similarly, the Scheme 3 can be deduced from the Scheme 2, by modifying the values of the 

expressions C1, C2, ..., C10 from the 5th column and by replacing the expressions C1, C2, ..., C10 from the 

columns 1, 2, 3, 4 with C1Q0(v), C2Q1(v), ..., C10Q9(v). 

 Also, the Scheme 4 can be deduced from the Scheme 3. 

 In the Schemes 2 and 3 one can observe that some of the round keys bytes (in green) do not depend on 

the bytes considered unknown, in conformity with the properties P1 and P3. 

 Other possibilities of selecting the unknown bytes are shortly presented, without the corresponding 

schemes for the expanded keys (these schemes cannot be deduced directly from Scheme 1).   

 Due to the similarities in the calculus of the expressions of P, Q, R, S type we will first present the 

general methodology of calculus, followed then by the analysis of the particularities specific to each scheme. 

 One can quickly observe that the expressions  like P1, Q1, R1, S1 can be immediately obtained from 

the truth tables of SBox(x+c), where c is a constant from the set {0, 1, 2, ..., 255}, depending on the bytes 

values from the initial key, that represent components of the expressions A1, B1, C1, D1.  
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1 2 3 4 5 

0 u e i m 

0 b f j n 

0 c g k o 

0 d h l p 

P0(u)=u01       

1 eimA1P0(u) imA1P0(u) mA1P0(u) A1P0(u) A1=eim[n] 

1 fjnB1 jnB1 nB1 B1 B1=bfjn[o] 

1 gkoC1 koC1 oC1 C1 C1=cgko[p] 

1 hlpD1 lpD1 pD1 D1 D1=dhlp[m] 

P1(u)=[A1P0(u)]       

2 iA1B2P0(u) mB2 A1B2P0(u) B2 B2=em[B1]02 

2 jB1C2 nC2 B1C2 C2 C2=fn[C1] 

2 kC1D2 oD2 C1D2 D2 D2=go[D1] 

2 lD1A2P1(u) pA2P1(u) D1A2P1(u) A2P1(u) A2=hp 

P2(u)=[A2P1(u)]       

3 mA1B2C3P0(u) A1C3P0(u) B2C3 C3 C3=im[C2]04 

3 nB1C2D3 B1D3 C2D3 D3 D3=jn[D2] 

3 oC1D2A3P2(u) C1A3P2(u) D2A3P2(u) A3P2(u) A3=ko 

3 pD1A2B3P1(u) D1B3 A2B3P1(u) B3 B3=lp[B2] 

P3(u)=[A3P2(u)]       

4 A1B2C3D4P0(u) B2D4 C3D4 D4 D4=m[D3]08 

4 B1C2D3A4P3(u) C2A4P3(u) D3A4P3(u) A4P3(u) A4=n 

4 C1D2A3B4P2(u) D2B4 A3B4P2(u) B4 B4=o[B3] 

4 D1A2B3C4P1(u) A2C4P1(u) B3C4 C4 C4=p[C3] 

P4(u)=[A4P3(u)]P0(u)10     

5 B2C3D4A5P4(u) C3A5P4(u) D4A5P4(u) A5P4(u) A5=A1 

5 C2D3A4B5P3(u) D3B5 A4B5P3(u) B5 B5=B1[B4] 

5 D2A3B4C5P2(u) A3C5P2(u) B4C5 C5 C5=C1[C4] 

5 A2B3C4D5P1(u) B3D5 C4D5 D5 D5=D1[D4] 

P5(u)=[A5P4(u)]P1(u)     

6 C3D4A5B6P4(u) D4B6 A5B6P4(u) B6 B6=B2[B5]20 

6 D3A4B5C6P3(u) A4C6P3(u) B5C6 C6 C6=C2[C5] 

6 A3B4C5D6P2(u) B4D6 C5D6 D6 D6=D2[D5] 

6 B3C4D5A6P5(u) C4A6P5(u) D5A6P5(u) A6P5(u) A6=A2 

P6(u)=[A6P5(u)]P2(u)     

7 D4A5B6C7P4(u) A5C7P4(u) B6C7 C7 C7=C3[C6]40 

7 A4B5C6D7P3(u) B5D7 C6D7 D7 D7=D3[D6] 

7 B4C5D6A7P6(u) C5A7P6(u) D6A7P6(u) A7P6(u) A7=A3 

7 C4D5A6B7P5(u) D5B7 A6B7P5(u) B7 B7=B3[B6] 

P7(u)=[A7P6(u)]P3(u) 

8 A5B6C7D8P4(u) B6D8 C7D8 D8 D8=D4[D7]80 

8 B5C6D7A8P7(u) C6A8P7(u) D7A8P7(u) A8P7(u) A8=A4 

8 C5D6A7B8P6(u) D6B8 A7B8P6(u) B8 B8=B4[B7] 

8 D5A6B7C8P5(u) A6C8P5(u) B7C8 C8 C8=C4[C7] 

 P8(u)=[A8P7(u)]P4(u)1B     

9 B6C7D8A9P8(u) C7A9P8(u) D8A9P8(u) A9P8(u) A9=A5 

9 C6D7A8B9P7(u) D7B9 A8B9P7(u) B9 B9=B5[B8] 

9 D6A7B8C9P6(u) A7C9P6(u) B8C9 C9 C9=C5[C8] 

9 A6B7C8D9P5(u) B7D9 C8D9 D9 D9=D5[D8] 

P9(u)=[A9P8(u)]P5(u) 

10 C7D8A9B10P8(u) D8B10 A9B10P8(u) B10 B10=B6[B9]36 

10 D7A8B9C10P7(u) A8C10P7(u) B9C10 C10 C10=C6[C9] 

10 A7B8C9D10P6(u) B8D10 C9D10 D10 D10=D6[D9] 

10 B7C8D9A10P9(u) C8A10P9(u) D9A10P9(u) A10P9(u) A10=A6 
 

Scheme 2. The expanded key - 1 unknown byte of Ko. 
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1 2 3 4 5 

0 u e i m 

0 b f j n 

0 v g k o 

0 d h l p 

P0(u)=u01   Q0(v)=v   

1 eimA1P0(u) imA1P0(u) mA1P0(u) A1P0(u) A1=eim[n] 

1 fjnB1 jnB1 nB1 B1 B1=bfjn[o] 

1 gkoC1Q0(v) koC1Q0(v) oC1Q0(v) C1Q0(v) C1=gko[p] 

1 hlpD1 lpD1 pD1 D1 D1=dhlp[m] 

P1(u)=[A1P0(u)]   Q1(v)=[C1Q0(v)]   

2 iA1B2P0(u) mB2 A1B2P0(u) B2 B2=em[B1]02 

2 jB1C2Q1(v) nC2Q1(v) B1C2Q1(v) C2Q1(v) C2=fn 

2 kC1D2Q0(v) oD2 C1D2Q0(v) D2 D2=go[D1] 

2 lD1A2P1(u) pA2P1(u) D1A2P1(u) A2P1(u) A2=hp 

P2(u)=[A2P1(u)]   Q2(v)=[C2Q1(v)]04 

3 mA1B2C3P0(u)Q2(v) A1C3P0(u)Q2(v) B2C3Q2(v) C3Q2(v) C3=im 

3 nB1C2D3Q1(v) B1D3 C2D3Q1(v) D3 D3=jn[D2] 

3 oC1D2A3P2(u)Q0(v) C1A3P2(u)Q0(v) D2A3P2(u) A3P2(u) A3=ko 

3 pD1A2B3P1(u) D1B3 A2B3P1(u) B3 B3=lp[B2] 

P3(u)=[A3P2(u)]   Q3(v)=[C3Q2(v)]   

4 A1B2C3D4P0(u)Q2(v) B2D4 C3D4Q2(v) D4 D4=m[D3]08 

4 B1C2D3A4P3(u)Q1(v) C2A4P3(u)Q1(v) D3A4P3(u) A4P3(u) A4=n 

4 C1D2A3B4P2(u)Q0(v) D2B4 A3B4P2(u) B4 B4=o[B3] 

4 D1A2B3C4P1(u)Q3(v) A2C4P1(u)Q3(v) B3C4Q3(v) C4Q3(v) C4=p 

P4(u)=[A4P3(u)]P0(u)10   Q4(v)=[C4Q3(v)]Q0(v) 

5 B2C3D4A5P4(u)Q2(v) C3A5P4(u)Q2(v) D4A5P4(u) A5P4(u) A5=A1 

5 C2D3A4B5P3(u)Q1(v) D3B5 A4B5P3(u) B5 B5=B1[B4] 

5 D2A3B4C5P2(u)Q4(v) A3C5P2(u)Q4(v) B4C5Q4(v) C5Q4(v) C5=C1 

5 A2B3C4D5P1(u)Q3(v) B3D5 C4D5Q3(v) D5 D5=D1[D4] 

P5(u)=[A5P4(u)]P1(u)   Q5(v)=[C5Q4(v)]Q1(v) 

6 C3D4A5B6P4(u)Q2(v) D4B6 A5B6P4(u) B6 B6=B2[B5]20 

6 D3A4B5C6P3(u)Q5(v) A4C6P3(u)Q5(v) B5C6Q5(v) C6Q5(v) C6=C2 

6 A3B4C5D6P2(u)Q4(v) B4D6 C5D6Q4(v) D6 D6=D2[D5] 

6 B3C4D5A6P5(u)Q3(v) C4A6P5(u)Q3(v) D5A6P5(u) A6P5(u) A6=A2 

P6(u)=[A6P5(u)]P2(u)   Q6(v)=[C6Q5(v)]Q2(v)40 

7 D4A5B6C7P4(u)Q6(v) A5C7P4(u)Q6(v) B6C7Q6(v) C7Q6(v) C7=C3 

7 A4B5C6D7P3(u)Q5(v) B5D7 C6D7Q5(v) D7 D7=D3[D6] 

7 B4C5D6A7P6(u)Q4(v) C5A7P6(u)Q4(v) D6A7P6(u) A7P6(u) A7=A3 

7 C4D5A6B7P5(u)Q3(v) D5B7 A6B7P5(u) B7 B7=B3[B6] 

P7(u)=[A7P6(u)]P3(u)   Q7(v)=[C7Q6(v)]Q3(v) 

8 A5B6C7D8P4(u)Q6(v) B6D8 C7D8Q6(v) D8 D8=D4[D7]80 

8 B5C6D7A8P7(u)Q5(v) C6A8P7(u)Q5(v) D7A8P7(u) A8P7(u) A8=A4 

8 C5D6A7B8P6(u)Q4(v) D6B8 A7B8P6(u) B8 B8=B4[B7] 

8 D5A6B7C8P5(u)Q7(v) A6C8P5(u)Q7(v) B7C8Q7(v) C8Q7(v) C8=C4 

P8(u)=[A8P7(u)]P4(u)1B   Q8(v)=[C8Q7(v)]Q4(v) 

9 B6C7D8A9P8(u)Q6(v) C7A9P8(u)Q6(v) D8A9P8(u) A9P8(u) A9=A5 

9 C6D7A8B9P7(u)Q5(v) D7B9 A8B9P7(u) B9 B9=B5[B8] 

9 D6A7B8C9P6(u)Q8(v) A7C9P6(u)Q8(v) B8C9Q8(v) C9Q8(v) C9=C5 

9 A6B7C8D9P5(u)Q7(v) B7D9 C8D9Q7(v) D9 D9=D5[D8] 

P9(u)=[A9P8(u)]P5(u)   Q9(v)=[C9Q8(v)]Q5(v) 

10 C7D8A9B10P8(u)Q6(v) D8B10 A9B10P8(u) B10 B10=B6[B9]36 

10 D7A8B9C10P7(u)Q9(v) A8C10P7(u)Q9(v) B9C10Q9(v) C10Q9(v) C10=C6 

10 A7B8C9D10P6(u)Q8(v) B8D10 C9D10Q8(v) D10 D10=D6[D9] 

10 B7C8D9A10P9(u)Q7(v) C8A10P9(u)Q7(v) D9A10P9(u) A10P9(u) A10=A6 
 

Scheme 3. The expanded key - 2 unknown bytes of Ko. 
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1 2 

0 u e 

0 x f 

0 v g 

0 y h 

P0(u)=u01 Q0(v)=v 

1 eimA1P0(u) imA1P0(u) 

1 fjnB1R0(x) jnB1R0(x) 

1 gkoC1Q0(v) koC1Q0(v) 

1 hlpD1S0(y) lpD1S0(y) 

P1(u)=[A1P0(u)] Q1(v)=[C1Q0(v)] 

2 iA1B2P0(u)R1(x) mB2R1(x) 

2 jB1C2Q1(v)R0(x) nC2Q1(v) 

2 kC1D2Q0(v)S1(y) oD2S1(y) 

2 lD1A2P1(u)S0(y) pA2P1(u) 

P2(u)=[A2P1(u)] Q2(v)=[C2Q1(v)]04 

3 mA1B2C3P0(u)Q2(v)R1(x) A1C3P0(u)Q2(v) 

3 nB1C2D3Q1(v)R0(x)S2(y) B1D3R0(x)S2(y) 

3 oC1D2A3P2(u)Q0(v)S1(y) C1A3P2(u)Q0(v) 

3 pD1A2B3P1(u)R2(x)S0(y) D1B3R2(x)S0(y) 

P3(u)=[A3P2(u)] Q3(v)=[C3Q2(v)] 

4 A1B2C3D4P0(u)Q2(v)R1(x)S3(y) B2D4R1(x)S3(y) 

4 B1C2D3A4P3(u)Q1(v)R0(x)S2(y) C2A4P3(u)Q1(v) 

4 C1D2A3B4P2(u)Q0(v)R3(x)S1(y) D2B4R3(x)S1(y) 

4 D1A2B3C4P1(u)Q3(v)R2(x)S0(y) A2C4P1(u)Q3(v) 

P4(u)=[A4P3(u)]P0(u)10 Q4(v)=[C4Q3(v)]Q0(v) 

5 B2C3D4A5P4(u)Q2(v)R1(x)S3(y) C3A5P4(u)Q2(v) 

5 C2D3A4B5P3(u)Q1(v)R4(x)S2(y) D3B5R4(x)S2(y) 

5 D2A3B4C5P2(u)Q4(v)R3(x)S1(y) A3C5P2(u)Q4(v) 

5 A2B3C4D5P1(u)Q3(v)R2(x)S4(y) B3R2(x)D5S4(y) 

P5(u)=[A5P4(u)]P1(u) Q5(v)=[C5Q4(v)]Q1(v) 

6 C3D4A5B6P4(u)Q2(v)R5(x)S3(y) D4B6R5(x)S3(y) 

6 D3A4B5C6P3(u)Q5(v)R4(x)S2(y) A4C6P3(u)Q5(v) 

6 A3B4C5D6P2(u)Q4(v)R3(x)S5(y) B4D6R3(x)S5(y) 

6 B3C4D5A6P5(u)Q3(v)R2(x)S4(y) C4A6P5(u)Q3(v) 

P6(u)=[A6P5(u)]P2(u) Q6(v)=[C6Q5(v)]Q2(v)40 

7 D4A5B6C7P4(u)Q6(v)R5(x)S3(y) A5C7P4(u)Q6(v) 

7 A4B5C6D7P3(u)Q5(v)R4(x)S6(y) B5D7R4(x)S6(y) 

7 B4C5D6A7P6(u)Q4(v)R3(x)S5(y) C5A7P6(u)Q4(v) 

7 C4D5A6B7P5(u)Q3(v)R6(x)S4(y) D5B7R6(x)S4(y) 

P7(u)=[A7P6(u)]P3(u) Q7(v)=[C7Q6(v)]Q3(v) 

8 A5B6C7D8P4(u)Q6(v)R5(x)S7(y) B6D8R5(x)S7(y) 

8 B5C6D7A8P7(u)Q5(v)R4(x)S6(y) C6A8P7(u)Q5(v) 

8 C5D6A7B8P6(u)Q4(v)R7(x)S5(y) D6B8R7(x)S5(y) 

8 D5A6B7C8P5(u)Q7(v)R6(x)S4(y) A6C8P5(u)Q7(v) 

P8(u)=[A8P7(u)]P4(u)1B Q8(v)=[C8Q7(v)]Q4(v) 

9 B6C7D8A9P8(u)Q6(v)R5(x)S7(y) C7A9P8(u)Q6(v) 

9 C6D7A8B9P7(u)Q5(v)R8(x)S6(y) D7B9R8(x)S6(y) 

9 D6A7B8C9P6(u)Q8(v)R7(x)S5(y) A7C9P6(u)Q8(v) 

9 A6B7C8D9P5(u)Q7(v)R6(x)S8(y) B7D9R6(x)S8(y) 

P9(u)=[A9P8(u)]P5(u) Q9(v)=[C9Q8(v)]Q5(v) 

10 C7D8A9B10P8(u)Q6(v)R9(x)S7(y) D8B10R9(x)S7(y) 

10 D7A8B9C10P7(u)Q9(v)R8(x)S6(y) A8C10P7(u)Q9(v) 

10 A7B8C9D10P6(u)Q8(v)R7(x)S9(y) B8D10R7(x)S9(y) 

10 B7C8D9A10P9(u)Q7(v)R6(x)S8(y) C8A10P9(u)Q7(v) 
 

Scheme 4 (1/2). The expanded key - 4 unknown bytes of Ko (the first 2 columns). 
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3 4 5 

0 i m 

0 j n 

0 k o 

0 l p 

R0(x)=x S0(y)=y 

1 mA1P0(u) A1P0(u) A1=eim[n] 

1 nB1R0(x) B1R0(x) B1=bfjn[o] 

1 oC1Q0(v) C1Q0(v) C1=gko[p] 

1 pD1S0(y) D1S0(y) D1=hlp[m] 

R1(x)=[B1R0(x)]02 S1(y)=[D1S0(y)] 

2 A1B2P0(u)R1(x) B2R1(x) B2=em 

2 B1C2Q1(v)R0(x) C2Q1(v) C2=fn 

2 C1D2Q0(v)S1(y) D2S1(y) D2=go 

2 D1A2P1(u)S0(y) A2P1(u) A2=hp 

R2(x)=[B2R1(x)] S2(y)=[D2S1(y)] 

3 B2C3Q2(v)R1(x) C3Q2(v) C3=im 

3 C2D3Q1(v)S2(y) D3S2(y) D3=jn 

3 D2A3P2(u)S1(y) A3P2(u) A3=ko 

3 A2B3P1(u)R2(x) B3R2(x) B3=lp 

R3(x)=[B3R2(x)] S3(y)=[D3S2(y)]08 

4 C3D4Q2(v)S3(y) D4S3(y) D4=m 

4 D3A4P3(u)S2(y) A4P3(u) A4=n 

4 A3B4P2(u)R3(x) B4R3(x) B4=o 

4 B3C4Q3(v)R2(x) C4Q3(v) C4=p 

R4(x)=[B4R3(x)]R0(x) S4(S0(y))=[D4S3(y)]S0(y) 

5 D4A5P4(u)S3(y) A5P4(u) A5=A1 

5 A4B5P3(u)R4(x) B5R4(x) B5=B1 

5 B4C5Q4(v)R3(x) C5Q4(v) C5=C1 

5 C4D5Q3(v)S4(y) D5S4(y) D5=D1 

R5(x)=[B5R4(x)]R1(x)20 S5(y)=[D5S4(y)]S1(y) 

6 A5B6P4(u)R5(x) B6R5(x) B6=B2 

6 B5C6Q5(v)R4(x) C6Q5(v) C6=C2 

6 C5D6Q4(v)S5(y) D6S5(y) D6=D2 

6 D5A6P5(u)S4(y) A6P5(u) A6=A2 

R6(x)=[B6R5(x)]R2(x) S6(y)=[D6S5(y)]S2(y) 

7 B6C7Q6(v)R5(x) C7Q6(v) C7=C3 

7 C6D7Q5(v)S6(y) D7S6(y) D7=D3 

7 D6A7P6(u)S5(y) A7P6(u) A7=A3 

7 A6B7P5(u)R6(x) B7R6(x) B7=B3 

R7(x)=[B7R6(x)]R3(x) S7(y)=[D7S6(y)]S3(y)80 

8 C7D8Q6(v)S7(y) D8S7(y) D8=D4 

8 D7A8P7(u)S6(y) A8P7(u) A8=A4 

8 A7B8P6(u)R7(x) B8R7(x) B8=B4 

8 B7C8Q7(v)R6(x) C8Q7(v) C8=C4 

R8(x)=[B8R7(x)]R4(x) S8(y)=[D8S7(y)]S4(y) 

9 D8A9P8(u)S7(y) A9P8(u) A9=A5 

9 A8B9P7(u)R8(x) B9R8(x) B9=B5 

9 B8C9Q8(v)R7(x) C9Q8(v) C9=C5 

9 C8D9Q7(v)S8(y) D9S8(y) D9=D5 

 R9(x)=[B9R8(x)]R5(x)36 S9(y)=[D9S8(y)]S5(y)  

10 A9B10P8(u)R9(x) B10R9(x) B10=B6 

10 B9C10Q9(v)R8(x) C10Q9(v) C10=C6 

10 C9D10Q8(v)S9(y) D10S9(y) D10=D6 

10 D9A10P9(u)S8(y) A10P9(u) A10=A6 
 

Scheme 4 (2/2). The expanded key - 4 unknown bytes of Ko (the last 3 columns). 
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 In order to compute the values of the other expressions, the output of the S-Box need to be computed 
first, when providing also vector expressions as input. 
 Thus, in the key schedule process as well as in the round enciphering process, computing expressions 
of the form Sbox(c + P) is needed, where c is a byte constant, and P is formed by 8 vectors. These 8 vectors 

are of dimension 2
8k
, where k ∈{1, 2, 4} represents the number of bytes in the K0 key, and can be expressed 

using a truth table or an Algebraic Normal Form table. 
  In order to perform such computation, we successively found 3 different methods. The 3

rd
 method is 

at least two times faster than the 2
nd
 method and thousands times faster than the 1

st
 one. This 3

rd
 method uses 

only the truth tables of P and SBox.  

 So, we only need to compute c+ P and then to compose the functions SBox and (c+ P). 

Note. We present the first two methods of computing Sbox(c + P) in Appendix, as some steps of them could 
be interesting by themselves (including an algorithm for multiplying multivariate binary polynomials). 
 Regarding the effective calculus of the expressions of type P, Q, R, S we consider that for each scheme 
out of  3 (2, 3 and 4) one can find precomputation options, at least for a part of these expressions. This can be 
done by using ideas similar to the ones presented in the end of Section 2.     
 Also, in the same register, one can precompute other components of the expanded key, depending on 
the known (considered) bytes from the initial key. 
 Related to the attack versions in which we consider unknown other combinations of bytes from the 
initial key than the ones in the Schemes 2, 3 and 4, we can mention that these versions could present some 
advantages and also disadvantages. For example, considering as unknown the bytes (a, i, c, k) or (b, j, d, l), 
the expanded key contains also some bytes that do not depend on the unknown bytes (due to the P5 
property). Meanwhile, the expanded key obtained in the case of considering as unknown the bytes, a, b, c, d 
do not contain such bytes. But, the unknown bytes a, b, c, d do not pass simultaneously through the S-Box, 
computing the involved expressions implying only 2

8
-length arrays, while the unknown bytes a, i, c, k pass 

simultaneously through the S-Box (a with i, c with k), for computing the involved expressions being 
necessary arrays of dimension 2

16
.      

 Regarding the algebraic attack version involving 8 unknown bytes (a, b, c, d, i, j, k, l), this could be the 
most efficient one; the vectorial expressions depend only on combinations of 3 out of 8 unknown values: {ai, 
k}, {bj, l}, {ck, i} and {dl, j}.           
 Thus, these polynomial expressions could be computed using polynomial expressions of length 2

24
.              

 Obtaining the equations systems can be done relatively easily when considering only 1 unknown byte. 
One could use either the direct key expansion from the Scheme 2, or the inverse expansion from the Scheme 
5. In these cases, the length of the binary arrays remains at 256 after passing through the S-Box in the 
enciphering process. For the MixColumns operation, one can use the 32 × 32 binary equivalent matrix; for 
decreasing the number of operations required, it is recommended for the equations systems computation 
algorithm to use a meet-in-the-middle strategy. 
 For the attack versions involving more unknown bytes, the difficulties in computing the equations 
systems increase due to the simultaneous passing through the S-Box of the unknown bytes, during the 
enciphering process. When using the vectorial expressions of the multivariate polynomials, the lengths of 
these vectors could reach infeasible length. For example, for 8 unknown bytes, the length of these vectors 
could have 2

64
 length.     

 As a consequence, for these scenarios, new strategies must be used in order to efficiently compute the 
equations systems, for example by introducing additional variables. 

4. INVERSE KEY EXPANSION AND WEAK KEYS 

 In order to obtain the round key K
i
 from K

i-1
 the following operations need to be performed (from right 

to the left): 
		���	��	 �	����	 � �������		��	� � ���	
��		��	 � 	��	�	 � �������
	��	�												
��
	��	 � 	��
�	 � ��������	��	�												
	���	��	 � 	����	 � ��������	��	�												

 

	�	�	��	 �	�	��	 � ����	
…												
…												

	�	�	��	 � 	�	��	 � ����	 	
 

...... 

...... 

...... 

...... 

	���	��	 � 	����	 � �
��	
…												
…												

	���	��	 �	���� � �
��	 	
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1 2 3 4 

0 xr r xr r 

0 P3(x)r P3(x)r r r 

0 [P1(x)Q1(x)r5]P2(x)r r r r 

0 P1(x)Q1(x)r P1(x)Q1(x)r P1(x)Q1(x)r P1(x)Q1(x)r5 

1 xr xr r r 

1 P3(x)r r r r 

1 P2(x)r P2(x)r P2(x)r P2(x)r4 

1 P1(x)Q1(x)r r P1(x)Q1(x)r r 

P3(x)=[P2(x)r4]       

2 xr r r r 

2 r r r r 

2 P2(x)r R P2(x)r r 

2 P1(x)Q1(x)r P1(x)Q1(x)r r r 

        

3 xr xr xr xr3 

3 r r r r 

3 P2(x)r P2(x)r r r 

3 P1(x)Q1(x)r r r r 

Q1(x)=[xr3]       

4 xr r xr r 

4 r r r r 

4 P2(x)r r r r 

4 P1(x)r P1(x)r P1(x)r P1(x)r2 

P2(x)=[P1(x)r2]       

5 xr xr r r 

5 r r r r 

5 r r r r 

5 P1(x)r r P1(x)r r 

        

6 xr r r r 

6 r r r r 

6 r r r r 

6 P1(x)r P1(x)r r r 

        

7 xr xr xr xr1 

7 r r r r 

7 r r r r 

7 P1(x)r r r r 

P1(x)=[xr1]       

8 xr r xr r 

8 r r r r 

8 r r r r 

8 r r r r 

        

9 xr xr r r 

9 r r r r 

9 r r r r 

9 r r r r 

        

10 a=x e=r i=r m=r 

10 b=r f=r j=r n=r 

10 c=r g=r k=r o=r 

10 d=r h=r l=r p=r 

r1=eim r2=hp r3=eim[n[ko]]40 

Scheme 5. The inverse key expansion - 1 unknown bytes of K10. 
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 For this inverse expansion, from K
10
 to K

0
, we did not find yet a compact scheme similar to the direct 

expansion from Scheme 1. So, in Scheme 5 we present a simplified version, and only for the case in which 

the only byte considered unknown is ���	�. 
 The unknown byte is called x and all the other bytes will be identified by r, even their values are not 

equal. The propagation of the unknown byte was studied and was taken into consideration the fact that the 

xor operations between the known bytes lead also to known bytes; the same for the S-Box operations. 

 The naming conventions are the same as in the previous schemes. 

 One can observe that in Scheme 5 there are 122 known bytes of the expanded key and only 54 

unknown bytes, in contrast with the Scheme 1, in which we have only 94 bytes considered known and 82 

unknown. 

 Thus, from the point of view on an algebraic attach version, the Scheme 5 would be more feasible. For 

this case we did not analyze techniques for precomputation. The Scheme 5 presents another interesting 

property that leads to a definition of weak keys. 

 

Definition. A key is "weak" in relation with an unknown-considered byte (or a group of bytes) if, for a 

relatively large set of values of the known bytes, the corresponding expanded keys contains less unknown 

bytes than in the usual case. 

 In our scenario, having the ���	� byte unknown, we may consider weak those keys for which r1 = r3, 

because in this case P1(x)=Q1(x), determining another 9 bytes of the expanded keys to become known and 

one more byte, ��
� , to have a simpler expression. 
 After performing a series of operations, we got the relations r1=eim and r3=eim[n[ko]]40, thus one 

can consider weak keys those that satisfy the relation [n[ko]]=40, with n, k, o bytes from the key �	� and 40 
the constant of  round 7. 

 Similarly, one can find weak keys in relation with ��		�, ��
	� or ���	�. 

CONCLUSIONS 

 In this work we present a series of properties of the expanded key; based on these properties and using 

adequate notations, we obtain several schemes of the expanded key, when considering as known all or part of 

the bytes from the initial key, while the remaining bytes are considered unknown. The schemes are simple 

and provide a way to split the expanded keys space in some specific classes. A significant part of these 

classes' components can be precomputed and stored in tables having reasonable dimensions. 

 Also, related to the inverse key schedule, we introduced a definition of weak keys. 

 Using the 3rd method for computing expressions of type Sbox(c + P), in combination with 

precomputation techniques and an efficient implementation of the MixColumn operation (adapted to our 

approach), we are confident in the existence of an attack on AES-128 faster than naive brute-force.    

 In consequence, we consider that our study is likely to contribute to the design of such a new attack 

against AES-128.      

FUTURE RESEARCH DIRECTIONS 

 1. The study of the key schedule, using our approach, for AES-192 and AES-256, looking for some 

additional properties, like the ones used in the related-key attacks known in the literature [3], [4]. 

 2. The design of more precomputation techniques, for the known bytes and for the polynomials 

expressions depending on the unknown bytes. 

 3.   The identification of some properties of binary multivariate equations systems for the AES-128 

case study that may lead to more efficient filtering of the false keys. 

 4. The design of a new hybrid attack against AES based on the ideas from this paper, from [5] and 

using the notion of higher order correlations [6].  
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APPENDIX 

 In the first two methods of computing Sbox(c + P) we use the well-known algorithm of computing the 

Algebraic Normal Form (ANF) of a Boolean function from the truth table (or vice versa). We name this 

algorithm „alg0”. 

 For a Boolean function  

f:{0,1}
n 
→{0,1}

m
, 

 if fT represents the function’s truth table, and fA represents the table of vectors corresponding to the m 

ANF function’s components (both tables having dimension 2
n
 × m), it is known that  

alg0(fT) = fA and alg0(fA)=fT. 

The 1
st
 method of computing Sbox(c + P). 

 For this method we use only the ANF of the AES SBox; P represents the 8 vectors corresponding to the 

8 polynomials, each having n binary variables.   

 The c+P operations modifies only the components of the free terms of the 8 vectors. Let Q=c+P. In 

order to perform the operations, we need to replace the variables x0, x1, ..., x7 from the ANF expressions of 

the SBox by the vectors Q0, Q1, ..., Q7. Thus, we need to compute all the „monomials of polynomials” and 

then to sum them based on the active bits from the 8 ANF expressions of the SBox. 

 First, we need to perform multiplication operations for some multivariate polynomials of n binary 

variables.  

 Let RA1 and RA2, respectively RT1 and RT2, be the vectors of two multivariate polynomials of n binary 

variables, corresponding to the ANF representations, and respectively, to the truth tables. 

 We have  

(1) RA1 · RA2  = alg0(RT1) · alg0(RT2) = alg0(RT1 · RT2) = alg0(alg0(RA1) · alg0(RA2)).    

 Thus, the multiplication of two multivariate polynomials reduces to two applications of the alg0 

algorithm and the multiplication of the corresponding truth tables (bitwise AND). 

 This algorithm can be easily extended for the multiplication of m multivariate polynomials of n 

binary variables.  

 The number of operations involved can be reduced by using a 2
k
×2

k
 table containing the 

precomputed multiplications of multivariate polynomials of k binary variables. 

 Note: this multiplication algorithm was developed by the authors in 2012. Recently, we found a very 

similar algorithm, published in April, 2013 [7]. The authors claim that their algorithm, „MultANF”, is new 

and faster than other algorithms in the literature, for example the one in the software package SAGE 

(www.sagemath.org). 

 Because this first method involves a relatively large number of operations (247 multiplications of 

binary multivariate polynomials, then XOR operations based on the active bits from the 8 ANF expressions 

of the SBox) we looked for another method to compute the „monomials of polynomials”.   

 

The 2
nd
 method of computing Sbox(c + P). 

 We first present a more general case. Let f and g be two boolean functions: 

f:{0,1}
p 
→{0,1}

n
 , g:{0,1}

n 
→{0,1}

m 

and  

h=g ○ f, h:{0,1}
p 
→{0,1}

m
. 

 Let fA, gA, hA, and fT, gT, hT, be the ANF tables and, respectively, the truth tables. 

 We have hA=gA ○ fA and hT=gT ○ fT, resulting that: 

(2) hA = alg0(hT) = alg0(gT ○ fT) = alg0(alg0(gA) ○ alg0(fA)).     

 Thus, the calculus of hA starting from fA and gA reduces to the computation of fT and hT using alg0, the 

composition of the two functions in order to obtain hT and finally to a new application of alg0 for obtaining hA.  
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 In order to use this method for computing SBox(c+P) in our case, we set: 

f = c + P, g = SBox, n = m = 8, p = 8k, 

 where k ∈{1, 2, 4} represents the number of unknown key bytes.  
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1. INTRODUCTION 

Local and domain account information, such as user passwords, group definitions, and domain 
associations are stored by the Windows operating system in registry. By default, the registry keys like 
HKEY_LOCAL_MACHINE\SAM, which holds most of this information, are unreadable even for the system 
administrator account. SAM stands for the Security Accounts Manager and is essentially a database of 
security information, user permissions and passwords. It is sometimes referred to as the Windows local 
security database. 

In the 2nd section of this paper we present the structure of the SAM registry and the location of the 
values we need in order to launch the attack.  

In the 3rd section we present the cryptographic transformations applied to the user password. We 
grouped these transformations in three different “encryption” levels. These levels are applied sequentially, 
the resulted values being stored into the registry structure. We call these levels “encryption levels” due to the 
cryptographic processing of the initial and intermediate values and even if these levels contain hash 
primitives. 

In order to recover the password of a Windows account, we implemented 3 different applications. A 
Windows service and a standalone application were implemented in order to gather all the data we need for 
the attack and to ease the final step of finding the password. The 3rd application, which recovers the password 
by brute-force, is implemented in CUDA technology in order to use the processing power of a compatible 
GPU card. 

The 4th section presents the description of the attack and a practical example of recovering an 
Administrator password. 

 
Observation: the techniques shown here are strictly for educational purposes and should not be used 

against systems for which you do not have authorization for. 

2. SAM STRUCTURE 

The initial information we need in order to launch the attack is stored in Windows registry.  The most 
important registry key in our attack is HKEY_LOCAL_MACHINE\SAM\SAM\Domains. This key contains 
two other subkeys: 

– Account subkey: contains information about defined user and group accounts. Administrator and 
Guest information is stored here, although these accounts are defined by default; 
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– BuiltIn subkey: contains information about operating system users defined by default. 
HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\Names contains the list of all user accounts 

on the machine. Every user account in here has a key containing a hex value which is the RID (Relative 
Identifier) of the account or group. 

In HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\Users each account is defined by a 
different subkey which is the RID (Relative Identifier) of that account or group. For the Administrator 
account, that is the account against which we apply the example attack, the RID value is the constant value 
0x000001F4 and it is not dependent on the computer. 

 For every user account, this key contains two REG_BINARY values (F and V) which contains some of 
the data we need [1]. 

The following information can be extracted from the V value: 

Table 1 

User information stored in HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\Users\{RID}\V 

Address Information 
0x0c Offset of the account name 
0x10 Length of the account name 
0x18 Offset of the complete account name 
0x1c Length of the complete account name 
0x24 Offset of the comment 
0x28 Length of the comment 
0x48 Offset of the homedir name 
0x4c Length of the homedir name 
0x9c Offset of the final password hashes (SAM) 
0xc4 Number of hashes from history 

 
In order to extract a value, we must add 0xcc to the offset value from the table above. 
For example, the final hashes offset is computed as being V[0x9c] + 0xcc, the first one starting at the 

computed offset being LMHash, followed by NTHash. If SYSKEY is enabled, the encrypted hashes are 
prefixed by 0x10000000 [2]. 

3. ENCRYPTION LEVELS 

The process of encrypting the user password is done in three different steps, on three different levels of 
encryption. The figure below presents the notations used in this document for referring the output of each of 
these levels. 
 

 
Fig. 1 – Encryption levels. 
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The V registry value presented in the previous section contains the two final hashes for the password of 
the corresponding user account: 

– LMHashSAM: LAN Manager hash, was the primary hash that Microsoft LAN Manager and Microsoft 
Windows versions prior to Windows NT (MS Client for DOS, Windows for Workgroups, Windows 
95/98/Me and in some cases Windows NT or newer) used to store user passwords. Support for the 
legacy LAN Manager protocol continued in later versions of Windows for backward compatibility, but 
was recommended by Microsoft to be turned off by administrators; as of Windows Vista, the protocol 
is disabled by default [7]; 
– NTHashSAM: used in Windows NT/2000/2003/XP. 
The first encryption level is presented in the picture below. 
 

NTHash (16 octeţi)LMHash (16 octeţi)

- convert to uppercase
- padding with 0x00

First 7 bytes
(56 bits)

Last 7 bytes
(56 bits)

Fixed data block 
(64 bits):

KGS !@ #$%
DES

key

DES

key

data data

LMHash1
(8 bytes)

LMHash2
(8 bytes)

- convert to Unicode

MD4

LMHash1
(8 bytes)

LMHash2
(8 bytes)

NTHash1
(8 bytes)

NTHash2
(8 bytes)

Password

 
Fig. 2 – The 1st encryption level. 

 One could observe the following vulnerabilities in LMHash computation: 
– the password is first converted to uppercase, thus it reduces the number of possible characters; 
– the password is used to encrypt a known fixed plaintext, making it susceptible to known plaintext 
cryptanalysis; 
– no salt, IV or any sort of randomness; two identical passwords will generate two identical hashes 
after in the first level; 
– password padding is done with the byte 0x00 to a length of 14 characters. So, a password with at 
most 7 characters will have 0x00 on all its 7 MSBs; the ciphertext resulted from this fixed block is 
known so it is easy to find if a password is less than 8 characters; 
– the password is split in two parts which then are used independently; in this way, one could attack the 
two parts separately. 

To avoid the LMHash vulnerabilities, there are some actions than could be performed: 
– use a password with more than 14 characters. The algorithm for LMHash generation supports only 
passwords less than this length, so it will not be generated; 
– disable LMHash generation (Windows 2000/XP/2003): 

o HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Lsa\NoLmHash: 
REG_DWORD=1, or: 
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o using GPO (Network Security: Do not store LAN Manager hash value on the next password 
change). 

The drawback of disabling the generation of the LMHash is that if for an user account this hash is not 
present, that user cannot authenticate from computers which support only the LM authentication protocol 
(Windows 95/98 or older). 

To add another layer of protection to the hashes provided by the 1st encryption level, Windows adds the 
2nd encryption layer, using DES and keys derived from the user’s RID, as presented in the picture below. 
 
 

 
Fig. 3 – The 2nd encryption level. 

The keys K1 and K2 used to encrypt the first and respectively the second half of the hashes resulted 
after applying the 1st encryption level are obtained from the user RID in the following manner: 
 
 

 
Fig. 4 – Obtaining the encryption keys for the 2nd encryption level. 

 By applying this level of encryption, even if two different users have the same password, the 
obfuscated hashes will be different because the users have different RID values. 
 The 3rd encryption level uses the most cryptographic functions, as we see in the picture below. 
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Fig. 5 – The 3rd encryption level. 

 Now, the only unknown values from this scheme are: SYSKEY, F0x70 and F0x80. 

 The information we need in order to compute the SYSKEY value is usually stored in Windows registry, 
under HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa. The SecureBoot REG_DWORD 
specifies if SYSKEY is stored in registry, if it is derived from a password set by administrator or if it will be 
stored on a Floppy Disk.  
 The registry key above contains four subkeys (JD, Skew1, GBG and Data), with four bytes each. In 
order to obtain the SYSKEY value, these values are concatenated and permuted by the following rules: 

 P[i] = {8, 10, 3, 7, 2, 1, 9, 15, 0, 5, 13, 4, 11, 6, 12, 14} 
 SYSKEY[P[i]] = [JD||Skew1||GBG||Data][i] 

 The values F0x70 and F0x80 represent 16 and respectively 32 bytes taken from the offsets 0x70 and 0x80 
from the F value under the subkey HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account. 

 The final values, LMHashSAM and NTHashSAM are the actual hashes stored in registry. 

4. THE ATTACK 

Attacking the encryption process of user passwords can be done in three steps: 

Step 1: extracting the necessary data from the registry: 
– JD, Skew1, GBG and Data, in order to compute SYSKEY; 
– F0x70 and F0x80; 
– LMHashSAM or NTHashSAM. 
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In order to achieve this, we have implemented a Windows service running under the System account in 
order to be able to access and extract these values.  

As an example, we demonstrate how to break an Administrator password, so the values LMHashSAM 
and NTHashSAM were read from the V value under the registry key 
HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\Users\000001F4. The other values were taken 
from HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa and HKEY_LOCAL_MACHINE\ 
SAM\SAM\Domains\Account. 

Here are the actual keys extracted from the registry: 

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa\JD: 
84 4E 40 71 

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa\Skew1: 
42 E4 22 9D 

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa\GBG: 
F4 D2 49 22 

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\Lsa\Data: 
D5 A7 1F A2 

HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\F: 
02 00 01 00 00 00 00 00 30 AE 6E 84 7B 68 C6 01  
2E 00 00 00 00 00 00 00 00 00 00 00 40 DE FF FF  
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 80  
00 CC 1D CF FB FF FF FF 00 CC 1D CF FB FF FF FF  
00 00 00 00 00 00 00 00 F0 03 00 00 00 00 00 00  
00 00 00 00 00 00 00 00 01 00 00 00 03 00 00 00  
01 00 00 00 01 00 01 00 01 00 00 00 38 00 00 00  
F1 1B C8 92 CB 0B 0C 60 28 52 EC 58 80 2E F3 36  
A7 51 FD DA 49 8C 0B CD D8 7D 52 76 56 A4 CA 72  
78 7E 30 17 35 38 A7 73 C1 7D D9 D1 12 DB 62 D9  
00 00 00 00 00 00 00 00 01 00 00 00 38 00 00 00  
55 DC 56 3C 85 53 A0 73 D6 76 E4 9D FE F7 C5 20  
0D 89 95 E0 7D 99 37 EA B4 2D E0 42 A4 61 31 53  
6A 31 7A 38 F5 5C C9 22 AE 44 E1 23 06 21 4A 06  
00 00 00 00 00 00 00 00 02 00 00 00 00 00 00 00 

So, the values of F0x70 and F0x80 are: 
F0x70 = F1 1B C8 92 CB 0B 0C 60 28 52 EC 58 80 2E F3 36 
F0x80 = A7 51 FD DA 49 8C 0B CD D8 7D 52 76 56 A4 CA 72 
  78 7E 30 17 35 38 A7 73 C1 7D D9 D1 12 DB 62 D9 

HKEY_LOCAL_MACHINE\SAM\SAM\Domains\Account\Users\000001F4\V 
00 00 00 00 BC 00 00 00 02 00 01 00 BC 00 00 00  
1A 00 00 00 00 00 00 00 D8 00 00 00 00 00 00 00  
00 00 00 00 D8 00 00 00 6C 00 00 00 00 00 00 00  
44 01 00 00 00 00 00 00 00 00 00 00 44 01 00 00  
00 00 00 00 00 00 00 00 44 01 00 00 00 00 00 00  
00 00 00 00 44 01 00 00 00 00 00 00 00 00 00 00  
44 01 00 00 00 00 00 00 00 00 00 00 44 01 00 00  
00 00 00 00 00 00 00 00 44 01 00 00 00 00 00 00  
00 00 00 00 44 01 00 00 15 00 00 00 A8 00 00 00  
5C 01 00 00 08 00 00 00 01 00 00 00 64 01 00 00  
14 00 00 00 00 00 00 00 78 01 00 00 14 00 00 00  
00 00 00 00 8C 01 00 00 04 00 00 00 00 00 00 00  
90 01 00 00 04 00 00 00 00 00 00 00 01 00 14 80  
9C 00 00 00 AC 00 00 00 14 00 00 00 44 00 00 00  
02 00 30 00 02 00 00 00 02 C0 14 00 44 00 05 01  
01 01 00 00 00 00 00 01 00 00 00 00 02 C0 14 00  
FF FF 1F 00 01 01 00 00 00 00 00 05 07 00 00 00  
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02 00 58 00 03 00 00 00 00 00 14 00 5B 03 02 00  
01 01 00 00 00 00 00 01 00 00 00 00 00 00 18 00  
FF 07 0F 00 01 02 00 00 00 00 00 05 20 00 00 00  
20 02 00 00 00 00 24 00 44 00 02 00 01 05 00 00  
00 00 00 05 15 00 00 00 C2 3B F0 34 B0 BE 8D 6D  
49 94 37 B1 F4 01 00 00 01 02 00 00 00 00 00 05  
20 00 00 00 20 02 00 00 01 02 00 00 00 00 00 05  
20 00 00 00 20 02 00 00 41 00 64 00 6D 00 69 00  
6E 00 69 00 73 00 74 00 72 00 61 00 74 00 6F 00  
72 00 00 00 42 00 75 00 69 00 6C 00 74 00 2D 00  
69 00 6E 00 20 00 61 00 63 00 63 00 6F 00 75 00  
6E 00 74 00 20 00 66 00 6F 00 72 00 20 00 61 00  
64 00 6D 00 69 00 6E 00 69 00 73 00 74 00 65 00  
72 00 69 00 6E 00 67 00 20 00 74 00 68 00 65 00  
20 00 63 00 6F 00 6D 00 70 00 75 00 74 00 65 00  
72 00 2F 00 64 00 6F 00 6D 00 61 00 69 00 6E 00  
FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF  
FF FF FF FF FF BA 94 D8 01 02 00 00 07 00 00 00  
02 00 01 00 B2 2E F9 E6 15 F9 CC ED 53 0E 9F 5B  
B5 4F D6 56 02 00 01 00 90 F2 03 0E 6B 71 A1 8F  
90 62 FA C7 50 CA E5 18 02 00 01 00 02 00 01 00 

Final hashes’ offset is computed as V[0x9c] + 0xcc = 0x0164 + 0xcc = 0x230. So, the two hashes, 
named LMHashSAM and NTHashSAM, are:  
LMHashSAM = B2 2E F9 E6 15 F9 CC ED 53 0E 9F 5B B5 4F D6 56 
NTHashSAM = 90 F2 03 0E 6B 71 A1 8F 90 62 FA C7 50 CA E5 18 
 

Step 2: “reducing” the encryption levels. This step is about inverting the 3rd and the 2nd levels in order 
to obtain LMHash and NTHash (the values resulted after the 1st encryption level). 

This step is necessary in order to reduce the complexity and the number of transformations that must be 
executed in a brute-force attack. 

By looking at the cryptographic transformations in the last two levels, we can observe that: 
– the 3rd level can be reduced by using the data extracted in the 1st step of the attack and the constants 
of the 3rd level of the encryption scheme. First, we can compute the RC4 key, by knowing F0x70 and the 
computed SYSKEY value. Then, knowing F0x80 we can apply the RC4 function to obtain PEK_KM. 
Next, using the known RID of the user (0x000001F4 for Administrator) we apply the MD5 hash on the 
concatenated values as presented in the 3rd level scheme in order to compute PEK, the key used to 
encrypt LMHashobfusc and NTHashobfusc. So, by applying the RC4 algorithm on the hashes extracted 
from the registry in the 1st step and using the key computed above, we finally reduce the 3rd encryption 
level and obtain LMHashobfusc and NTHashobfusc; 
– the 2nd level can also be reduced, observing that the keys K1 and K2 used in the DES encryption can 
be easily computed, knowing the user’s RID. After computing these keys, we apply the inverse of the 
DES algorithm on LMHashobfusc and NTHashobfusc obtained above, obtaining the LMHash and NTHash. 

After reducing the 3rd and the 2nd encryption levels on the values extracted in the 1st step of the attack, 
we obtain the following values of LMHash and NTHash: 
LMHash = 90 94 83 75 BA 1B FE 9A AA D3 B4 35 B5 14 04 EE 
NTHash = 49 E4 AA 6C 65 AD DA 82 4E DB 19 21 E5 EF E7 27 

 
Step 3: brute-force attack on the 1st encryption level in order to break the account password. 

 The brute-force attack is applied on LMHash or NTHash in this way: 
– attacking LMHash consists in finding 2 DES encryption keys, in 2 independent steps: the 1st key 
determines the first 7 characters of the password and the 2nd key determines the last N-7 characters of 
the password, N being the length of the password; 
– attacking NTHash consists in finding the string for which the MD4 hash of its Unicode conversion 
equals NTHash. 



 Lucian Oprea 8 324 

In order to process large password subdomains in parallel for reducing the computational time, one 
may implement this step using fast parallel technologies such as FPGA, CUDA or other distributed 
implementations.  

We implemented the 3rd step of attacking the NTHash using the CUDA technology on an nVidia® 
Quadro FX 3700 graphic card [6]. The picture below presents the results of brute-forcing the NTHash 
resulted above after reducing the encryption levels. The password was found in less than 13 minutes, the 
average processing speed being 72.84 million passwords per second. The same application can be rewritten 
in order to brute-force DES instead of MD4, thus attacking the LMHash instead of NTHash. 
 

 
Fig. 6 – The 3rd step of the attack: brute-force example in CUDA implementation (attacking NTHash). 

 
We have implemented a console application (cudaGeneral) in order to apply a brute force attack for 

the NTHash algorithm (that is a brute force attack against the MD4 hash of the Unicode password). The 
application is written in Microsoft Visual Studio, using the C++ language, a CUDA driver and library, and it 
is compiled using nvcc (NVIDIA CUDA Compiler). 

The graphic card is programmed using C-CUDA, which extends the C language by allowing the 
definition of some C functions, called kernels. When called, these kernels are executed in N parallel CUDA 
threads, as opposite to classical functions which are executed only once [5]. 

A thread ID is automatically assigned to each thread. This ID can be accessed inside the kernel through 
the threadIdx variable (which is a 3-dimensional array). The threads are grouped into thread blocks which 
can be vectors, matrices or fields, depending on the definition of the thread. 

As an example, the sum of two matrices A and B can be implemented as follows [4]: 
// Kernel definition 
__global__ void MatAdd(float A[N][N], float B[N][N], float C[N][N]) 
{ 
 int i = threadIdx.x; 
 int j = threadIdx.y; 
 C[i][j] = A[i][j] + B[i][j]; 
} 

int main() 
{ 
 // Thread block dimension 
 dim3 dimBlock(N, N); 

 // Calling the Kernel 
 MatAdd<<<1, dimBlock>>>(A, B, C); 
} 
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The number of threads in a block is limited by the memory resources of the processing cores. On 
current GPUs, a thread block can contain up to 512 threads. 

However, a kernel can be executed on multiple blocks, so the total number of threads equals the 
number of blocks multiplied by the number of threads per block. 

These blocks are organized into uni-directional or bi-directional block grids. The grid dimension is 
defined by the first parameter of the <<<...>>> syntax. 

The code above transforms as follows: 
// Kernel definition 
__global__ void MatAdd(float A[N][N], float B[N][N], float C[N][N]) 
{ 
 int i = blockIdx.x * blockDim.x + threadIdx.x; 
 int j = blockIdx.y * blockDim.y + threadIdx.y; 
 if (i<N && j<N) 
  C[i][j] = A[i][j] + B[i][j]; 
} 

int main() 
{ 
 // Thread block dimension 
 dim3 dimBlock(16, 16); 

// Grid dimension  
 dim3 dimGrid( (N + dimBlock.x - 1)/dimBlock.x, (N + dimBlock.y - 1)/dimBlock.y ); 

 // Calling the Kernel 
 MatAdd<<<dimGrid, dimBlock>>>(A, B, C); 
} 

In the CUDA technology, for the host (CPU) and the device (GPU) are allocated different memory 
spaces: global, shared, texture, local or registers. The developer must use carefully the read and write calls 
from/into these types of memory, as the performance of these actions will vary depending of the memory 
type and the overall performance will be affected.  

The CUDA project contains three main files:  
– cudaGeneral.cu – contains „device code”, executed on GPU. This file will include the kernel and 

other device functions defined in the next file; 
– cudaGeneral_kernel.cu – contains the kernel and other „device code”, executed on GPU. The code 

declares the following device memory spaces: 
__device__ __constant__ char charsetGPU[128]; 
__device__ __constant__ unsigned int charsetLenGPU; 
__device__ __constant__ unsigned long targetHashGPU[4]; 
__device__ __constant__ unsigned long long idStartPassGPU; 
__device__ __constant__ unsigned int passwordLenGPU; 

charsetGPU[128]: constant memory, containing the working charset 
charsetLenGPU: charset length 
targetHashGPU[4]: the hash to be attacked 
idStartPassGPU:  the Id of the first password that will be processed in the current kernel group  
passwordLenGPU: the length of the current passwords in process 
 

Functions Description 
void 
init_GPU_constant_memory (char *charset, unsigned int 
charsetLen, unsigned char *hashBytes) 

Initialization of the constant memory with: 
– charset 
– charset length 
– hash to attack 

void  
init_GPU_constant_memory_id (unsigned long long 
idStartPassCPU) 

Initialization of the constant memory with: 
– the Id of the first password in the kernel group 

void  
init_GPU_constant_memory_passLen (unsigned int 
passwordLen) 

Initialization of the constant memory with: 
– password length 
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(continued) 

int 
print_device_info(bool bDisplayDeviceInfo) 

Display CUDA info of the GPU 

__device__ bool 
Transform_md4_GPU( unsigned char *src) 

Executed on GPU. 
Compute the MD4 of the current Unicode password and compares 
with the hash to attack 

__device__ bool 
Transform_md5_GPU( unsigned char *src) 

Executed on GPU. 
Compute the MD5 of the current password and compares with the 
hash to attack 

__global__ void 
Brute_Kernel_GPU_NTHash( unsigned long long * 
resultGPU) 

The kernel that calls the hash processing of the current Unicode 
password and signals the CPU if a match is found 

__global__ void 
Brute_Kernel_GPU_md5( unsigned long long * 
resultGPU) 

The kernel that calls the MD5 processing of the current password and 
signals the CPU if a match is found 

– cudaGeneral_fnc.cpp – contains C functions executed by CPU. 
 

Function Description 
void 
hexAscii_to_bytes(char *src_ascii, unsigned char 
*dest_bytes) 

Convert hex string to byte array 

void 
tid_to_password(unsigned long long tid, char *charset, 
char *password, unsigned int passwordLen) 

Convert the thread Id into the password to process 

 
Assigning different passwords to the processing threads is performed as follows: 

 
// thread Id 
unsigned long long tid = idStartPassGPU + blockDim.x * blockIdx.x + threadIdx.x; 

// aux thread Id 
unsigned long long tid_aux = tid; 

// pass length 
unsigned int passwordLen = passwordLenGPU; 

// charset length 
unsigned int charsetLen = charsetLenGPU; 

// loop Id 
unsigned int i = 0; 

//9 (pass) || 1 (0x80) 
unsigned char curentPass[10] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0};  

// password to be processed by the current thread 
while (i < passwordLen) 
{ 
 curentPass[i++] = charsetGPU[tid_aux % charsetLen]; 
 tid_aux /= charsetLen; 
} 
 
// append one bit of '1' 
curentPass[i] = 0x80; 

// if the computed hash equals the input one, the GPU signals the CPU  
// by using the variable resultGPU from global memory (carefully use 
// this variable because it drastically decreases the performance) 
if (Transform_md4_GPU(curentPass)) 
{ 
 resultGPU[0] = 1; 
 resultGPU[1] = tid; 
} 
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Each thread creates its own password and compares the resulting hash with the target hash stored in 
Constant Memory. If these are equal, the device function associated with the thread will return a true value to 
the kernel and the kernel writes the result into the corresponding Global Memory space. In this way, the 
GPU signals the CPU that the password was found by the thread with the ID tid. 

Finally, the CPU calls the conversion function (void tid_to_password(unsigned long long tid, char *charset, char 
*password, unsigned int passwordLen)) and displays the Built-In Administrator password found by the GPU. 

5. CONCLUSIONS 

Although LMHash has its own disadvantages over NTHash (reduced number of characters due to 
uppercase conversion, susceptible to known plaintext attacks, lacks the source of randomness, independent 
processing of password halves etc.), the bit level permutations in DES makes attacking the 1st encryption 
level harder and more challenging to implement than MD4, making the 3rd step of the attack more time 
consuming in the process of brute-forcing the password. 

The time to finalize the attack depends with a higher degree on the 1st encryption level (the 3rd step of 
the attack). The other two encryption levels can be reduced in a small amount of time as long as the 
necessary values (F0x70, F0x80, JD, Skew1, GBG and Data) are extracted from the protected registry keys on 
the attacked machine. 

The last two steps of the attack can be conducted offline, thus no interaction with the attacked 
computer or network is needed. 

Most of the published papers related to defense techniques against password cracking recommend 
disabling the LM hashing or enabling the use of SYSKEY. In this paper, we presented a practical attack that 
works even if these recommendations are applied. One of the best security measures still remains the use of 
complex passwords that are frequently changed. 
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The present paper reports on a theoretical and experimental study on the possibility of achieving 
content-based MPEG-4 AVC video authentication. The authentication signature is extracted so as to 
both maximize the probability of correct decision and the mutual information under content-
preserving attacks. The experiments (carried out on 1h of video surveillance corpus) demonstrate that 
the content-modification attacks can be identified with Precision and Recall rates larger than 0.9 
while ensuring a 9s temporal accuracy and an 1/81 frame size spatial accuracy.  

Key words: video surveillance, integrity, semi-fragile watermarking, MPEG-4 AVC. 

1. INTRODUCTION 

Nowadays, digital video is the core of various applications, ranging from home entertainment (e.g. 
video on demand) to civil/state security (e.g. video surveillance). Despite the particular type of application, 
the source/content authentication is always required. On the one hand, video on demand platforms distribute 
their content under strict copyright constraints: hence, the traceability of source/intermediate distribution 
points should be kept. On the other hand, video surveillance helps police investigations and may 
subsequently serve as a piece of evidence in courts: hence, both its source and content should be certified. 

Two approaches can be considered in order to ensure video authenticity, namely data and content 
based. The former considers the data (binary) representation of the video and extracts an authentication 
signature (e.g. a hash function) which meets the uniqueness and sensitivity (fragility) requirements. This 
signature is further stored as metadata. The latter no longer targets the binary representation of the video but 
its visual/semantic content. In order to be effective, such a signature should be robust to content preserving 
alterations and sensitive to content changing alterations. Consider the example in Fig 1. Fig 1.a represents an 
original content while Fig 1.b shows its JPEG compressed version at quality factor Q = 70; Fig 1.c gives a 
content-modified version of the image in Fig. 1.b in which a person has been added. From the binary 
representation point of view, the three images in Figs. 1.a, 1.b and 1.c are completely different, hence their 
data-based signatures should be different. However, from the semantic content point of view, Fig 1.a and 
Fig 1.b are identical while differing from Fig 1.c. Consequently, the content-based signatures corresponding 
to Figs. 1.a and 1.b should be identical while differing from the signature extracted from Fig. 1.c.  

    
(a) (b) (c) (d) 

Fig. 1 – The original frame (a) suffers a content preserving attack (a compression) (b) then a content alteration attack (the insertion  
of a person) (c). Signature based integrity verification should discriminate between the legal/fake areas (d). 

Legal 
Fake  
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Content-based authentication methods can be classified as passive or active [1].  
Passive authentication, also called forensic analysis [2] attempts to verify whether the content has been 

altered or not by using a direct statistical analysis. This way, no a priori processing/storing operation is 
required for the original content. While very appealing by its functional principle, passive authentication is 
not always possible and doubts about its reliability and security are raised for some applications [2].  

This is not the case of the active approach, where the integrity of digital content is ensured by the 
embedding of an authentication signal (or signature) in the content itself, before its sharing/distribution. The 
active authentication is also called watermarking based authentication. Consider again the example in Fig. 1 
and assume that Fig. 1.a carries (in a visual imperceptible way) a content authentication signature. On the 
one hand, this signature should be robust to compression; hence it should be recovered from the unaltered 
content areas in Fig. 1.c. On the other hand, it should be fragile against content-modifications; hence, it 
should no longer be recovered from the areas where the person was inserted. This way, the legal/faked areas 
can be discriminated into a same video frame (see Fig. 1.d).  

From the applicative point of view, the main semi-fragile watermarking difficulties are the choice of 
the signature and of the embedding technique. The signature must ensure the semi-fragility property by being 
both sensitive to content changing alterations (frame cropping, object removing, …) and robust to content 
preserving alterations (transcoding, resizing, ...). As video sequences are preponderantly stored and 
distributed in compressed format, the signature should be both generated and inserted directly from/in the 
compressed domain, thus avoiding the computational overhead required by the decompression/compression. 

In this paper, we focus on the MPEG-4 AVC (Advanced Video Coding) [3] integrity verification. First, 
the MPEG-4 AVC syntax elements that jointly reflect the semantic content and ensure the semi-fragility 
propriety are identified. The theoretical supported is granted by information theory tools. Secondly, the 
m-QIM (multiple symbols Quantization Index Modulation) insertion technique (whose optimality in proved 
in [4]) is considered in order to insert the mark. The experiments are carried out on 1 hour of video 
surveillance content and show that the proposed video watermarking based video integrity verification 
system is able to distinguish between content preserving and video content changing alterations. 

2. RELATED WORK 

Watermarking based integrity verification was already the subject of several studies [5-10]. Several 
insertion domains are considered: still images [5], MPEG-1/2 [6, 8, 9] and MPEG-4 AVC [7, 10]. 

Titman [5] and Queue [6] use image edges and corners to generate the authentication signature. The 
signature is embedded according to additional modification rules of overlaying 8x8 blocks. They show that 
these features are sensitive to content changing alteration. Beside this advantage, the method is still fragile 
against compression and scaling. Moreover, such deployed signatures require complex generation operations 
and remain of large size, thus imposing particular constraints on the watermarking insertion method. 

In [7], the signature generation is based on a chaotic system. Temporal authentication information 
(frame index and GOP index – Group of Pictures) is used to compute the signature for each I (Intra) frame. 
The experiments carried out on a video sequence of 795 frames proved the detection of temporal changes, 
but the properties of spatial detection of alterations have not been evaluated. The robustness to compression 
(up to 30%) was also shown.  

S. Thiemert et al. [8] calculate the authentication signature in the uncompressed domain, from the 
points of interest obtained through the Moravec operator [11]. A binary mask is generated for each frame I, 
then embedded into the high-frequency DCT coefficients belonging to adjacent frames. The method detects 
content changing alterations (object removing/inserting) while being robust to content preserving 
manipulation (compression up to 50%, scaling). However, the authentication signature calculation increases 
the method complexity. The study in [9] resumes and extends these principles. The difference relies on the 
use of the entropy of gray level in groups of blocks to generate the binary signature. The advanced method is 
robust against compression down to 50% and detects content changing alterations (object removing). 
Nevertheless, the signature increases the complexity of the video integrity verification system.  

K. Ait Saadi et al. [10] consider a signature generated from low frequency quantized DCT coefficients. 
For each I frame, the low frequency DCT coefficients are collected in a buffer to be further hashed using an 
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MD5 function. This results into a 128 bit binary signature. The obtained signature is embedded in the P 
(Predicted) and B (Bidirectional) motion vectors. Experiments show that this system remains fragile to all 
manipulations. Moreover, the signature generation requires an MPEG-4 AVC entropic decoding. 

The state-of-the art brings to light that the trade-off between fragility, robustness and complexity is not 
yet reached in the compressed domain. Moreover, the signature is heuristically generated, without any 
theoretical support. 

In order to minimize the overhead induced by the decoding/encoding operations, the present study 
generates the signature directly from the MPEG-4 AVC syntax elements. From the theoretical point of view, 
the optimal syntax elements are identified by a study carried out on the basis of information theory, cf. 
Section 3. From the applicative point of view, a semi-fragile system based on this optimal signature and the 
m-QIM insertion rule is assessed within the SPY ITEA2 project, cf. Section 4. Conclusions are drawn and 
perspectives are opened in Section 5. 

3. THEORETICAL INVESTIGATION ON THE AUTHENTICATION SIGNATURE 

This section investigates the MPEG-4 AVC compressed stream, in order to build a syntax element 
based signature. The targeted signature must meet the trade-off between the robustness against content 
preserving and the sensitivity to content changing alterations. 

3.1. Syntax elements identification 

MPEG-4 AVC [3] video sequences are structured into group of pictures (GOP). A GOP is constructed 
by fixed number of successive images of three main types (I, P, and B) as illustrated in Fig 2.  

 

 
Fig. 2 – A GOP structure example. 

An I frame describes a full image coded independently, containing only references to itself. Secondly, 
the unidirectional predicted frames P use one or more previously encoded/decoded frames as reference for 
picture encoding/decoding. Finally, bidirectional predicted frames B consider in their computation both 
forward and backward reference frames. According to the coding principles, I frames preserve more 
information and require more bits for encoding than the other two types.  

Our study focuses on the I frames. The I frames contain the salient visual/semantic information which 
is also exploited by the P and B frames in that GOP. Consequently, extracting the signature from the I frames 
has two main a priori advantages: the signature can be related to the video semantic and represent the whole 
GOP. Fig 3 details the I frame encoding block diagram. MPEG-4 AVC transforms the uncompressed data in 
a classical compression chain: prediction P, transformation T, quantization Q and entropic coding E. 

 

 
Fig. 3 – Intra frame coding diagram. 

I frames are encoded according to Intra prediction modes which exploit the spatial redundancy to 
enhance the compression efficiency. The MPEG-4 AVC standard offers 13 directional intra prediction 
modes. For each current block, a predicted block is constructed from the boundary pixels of the neighboring 
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blocks which are previously encoded. MPEG-4 AVC offers two intra prediction modes classes: I16x16 (with 
four prediction modes) for smoothed regions and I4x4 (with 9 prediction modes) for the textured regions. For 
each block, the prediction mode minimizing the rate-distortion cost is selected. 

The residual block computing the difference between the current block and the predicted block is 
transformed by using a DCT and a quantizer. Each quantized transformed residual block is further mapped 
into a 15 coefficients vector. In the baseline profile, the resulting vector is encoded by the CAVLC (Context 
Adaptive Variable Coding Length) encoder [3]:  

– CAVLC uses the run-level entropic encoding to represent compact zero sequences. 
– The non-zero values taken by coefficients are often expressed in ± 1 sequences. CAVLC encodes the 

±1 number of the large compact succession of ±1 (Trailing-Ones). 
– The number of non-zero coefficients (NNZ) is encoded using a lock-up table. The encoding table is 

determined based on the NNZ of neighboring blocks. 
– Levels values of nonzero coefficients in low frequencies are larger than those in high frequencies. 

CAVLC takes advantage of this behavior by adapting the choice of the encoding table (VLC look-up 
table). The standard provides four encoding tables, depending on the NNZ value, see Tab 1. 

The I frames contain four main syntax elements per intra block: mb_type, TO (Trailing Ones), NNZ 
and run-level. The extraction of these elements is performed through a syntax parser. This study will not 
consider the run-level. In fact, to be effective, the signature should have a limited alphabet size; this is not 
the case of run-level element. Tab 1 illustrates the syntax elements that will be investigated in this study. 

Table 1 

MPEG-4AVC syntax elements 
Syntax elements Description 

mb_type Intra prediction mode class type : (I4x4 or I16x16). 

TO (Trailing Ones) It takes a value from 0 to 3. If there is a succession of more 
than three ±1, only the last three are considered. 

NNZ (Number of Non Zero 
coefficients) 

NNZ encoded according to 4 tables are considered based on 
its value: (Table 1 (0, 1), Table 2 (2, 3), Table 3 (4, 5, 6, 7) 
and Table 4 (8 or more)). 

3.2. Syntax elements behavior to content preserving attacks 

3.2.1. Experimental protocol 

This section investigates the possibility of building an authentication signature from the 3 syntax 
elements identified above (mb_type, TO, NNZ). To do this, the behavior of each of these elements to content 
preserving attacks (transcoding, Gaussian filtering, sharpening and scaling) is first investigated. Then, the 
considered attacks are applied according to two scenarios: (S1) the MPEG-4 AVC encoder is allowed to 
choose the quantization parameter Qp and (S2) the quantization parameter Qp is set to 31. Tab 2 shows the 
steps involved in both scenarios. 

Table 2 

Test scenarios 
S1 S2 

(1) Encode the video at variable Qp 
(2) Extract the syntax elements and store them 
(3) Attack the video and re-encode it according to (1) 
(4) Extract the syntax elements and compare them to those 

extracted at (2) 

(1) Encode the video at Qp = 31 
(2) Extract the syntax elements and store them 
(3) Attack the video and re-encode it according to (1) 
(4) Extract the syntax elements and compare them to those 

extracted at (2) 
 
First, the syntax elements (mb_type, TO, NNZ) are extracted using a syntax parser and stored as 

signatures. Secondly, the video sequence is attacked (transcoded, filtered, scaled, …) and further re-encoded 
according to the same initial configuration. Finally, the syntax elements are extracted from the attacked video 
and compared to those extracted previously from the original video. The syntax elements extracted from 
each 4x4 block intra are coded as follows: 



 Mihai Mitrea and Marwen Hasnaoui 5 332 





×
×

=
16161
440

mb_type
Iif
Iif

    { }3,2,1,0TO∈  

0 NNZ 1
1 1 NNZ 3

NNZ .
2 1 NNZ 7
3 NNZ 7

if
if
if

if

≤
 < ≤=  < ≤
 >

 

3.2.2. Corpus 

The experiments were carried out on a video surveillance corpus composed of 6 sequences of 10 minutes 
each, downloaded from internet [12] or recorded under the framework of the SPY project. This corpus is 
encoded in MPEG-4 AVC in Baseline Profile at 512 kbps, 640x480 pixel frames; the GOP size is set to 8. 

3.2.3. Robustness against content preserving attacks 

The initial value of a syntax element is likely to change after an attack on a random basis, given by 
both the attack and the content itself; hence we can investigate these modifications by modeling the attack 
with noise matrices. In such a matrix, the lines correspond to the values of original elements, while the 
columns to the values after attacks. An element in a matrix is the corresponding conditional probability, 
estimated on the corpus. These noise matrices are estimated by successively applying four content preserving 
attacks (transcoding, sharpening, Gaussian filtering and scaling) according to the two scenarios presented 
above. The size of the corpus was large enough so as to ensure the statistical relevance of the results: for 
each syntax element, 95% confidence limits are computed with relative error 005.0ˆ <rε . 

By further computing the probability of correct detection ( cP ) and the mutual information ( I ) the 
related decision can be made on the optimal syntax element.  
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where jiP ,  presents the noise matrix element of coordinates i and j, iP is the average probability that the 
syntax element takes the value i  in the original video and jP  is the average probability that the syntax 
element takes the value j  in the attacked video. N  is the size of the corresponding alphabet (i.e. 2=N  for 
mb_type and 4=N  for NNZ and TO).  

Tab 3 and 4 illustrate the distribution probability and the noise matrices for mb_type. The cP  and I 
values for each syntax element and for each tested attack according to the two scenarios are plotted in Figs 4 
and 5, respectively. The analysis of these results brings to light two main conclusions: 

– The probability of correct detection and the mutual information values show that the syntax element 
(mb_type) remains more robust than the two other syntax elements (TO and NNZ) against all the 
investigated attacks. The obtained averaged cP  over the 4 attacks and the 2 scenarios are 0.92, 0.76 
and 0.47 for mb_type, NNZ and TO, respectively. I values feature an average of 0.55, 0.44 and 0.15 
for mb_type, NNZ and TO, respectively; 

– A better robustness is achieved for (S2). A fixed quantization step increases the mb_type correct 
detection probability by 0.06, 0.02, 0.04 and 0.03 and the mb_type mutual information by 0.21, 0.13, 
0.01 and 0.02 for transcoding, sharpening, Gaussian filtering and scaling, respectively.  

Table 3 

mb_type distribution probability 

 S1 S2 
 0 1 0 1 

P 0.62 0.38 0.54 0.46 



6 Semi-fragile watermarking between theory and practice  333

Table 4 

mb_type transition matrix 

Transcoding Sharpening Gaussian filtering Scaling 
S1 S2 S1 S2 S1 S2 S1 S2 

 

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 
0 0.95 0.04 0.98 0.02 0.78 0.22 0.82 0.18 0.94 0.06 0.95 0.05 0.92 0.08 0.93 0.07 
1 0.11 0.88 0.03 0.96 0.06 0.94 0.03 0.96 0.15 0.85 0.05 0.94 0.12 0.88 0.07 0.93 

 

  
Fig. 4 – Probability of correct detection, for (S1) – left and (S2) - right. 

  
Fig. 5 – Mutual information, for (S1) – left and (S2) - right. 

These results prove that the mb_type is the single element able to satisfy the constraint of robustness 
over the three investigated syntax elements. Thus, the rest of the study will concern only the mb_type elements. 

3.3. Sensitivity to content changing alterations 

This section investigates the sensitivity of mb_type syntax element to content changing alterations. In 
this study, the content changing alteration attack is performed by removing a person as illustrated in Fig 6-a 
and Fig 6-b. Just for illustration, such an attack can be performed by any non-professional user on a home 
PC, with software available on Internet; it takes about 10 minutes to process 1 second of video. 

 
First I frame of original video (a) First I frame of attacked video (b) Content alterations detection (c) 

Fig. 6 – Content changing alterations. 
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In order to spatially localize the content manipulations, an alteration detection image is generated. When 
the mb_type is detected as changed, the pixel value corresponding to it is set to red. The resulting detection 
image is illustrated in Fig 7. To spatially locate alterations, positions reported as manipulated by the 
detection matrix are further projected onto the inspected image, see Fig 6-c. It can be noticed the presence of 
false alarms and that the red block are denser in the altered area than other areas. To enhance the alteration 
detection and avoid the false alarms, the following filter is applied to the detection image: 

0 0

0 01 ( , )( , )

0 otherwise

a b

i j
if M i i j j sM i j


 + + >= 



∑∑ , 

where M is the alteration detection image, ba×  presents neighborhood window filter size and s  is the 
decision threshold. 0i  and 0j  present the line/column indexes in the filter window. Fig 7 illustrates the 
evolution of the detection image as function of the decision threshold and Fig 8 reports the obtained false 
alarm probability as a function of 3=s . We note that from a given threshold ( 3=s  in our case) false alarms 
disappear and the altered area is surrounded. We also notice that the optimization of the parameter s  may be 
mandatory to improve the spatial accuracy of the alteration detection according to the targeted application. 
 

   
M for s = 0 (a) M for s = 1 (b) M for s = 2 (c) M for s = 3 (d) 

Fig. 7 – Alteration detection matrix. 

 
Fig. 8 – False alarm as function of s . 

3.4. Conclusion 

This section investigates the MPEG-4 AVC syntax elements with respect to their potential usage as 
authentication signature robust to content preserving attacks and sensitive to content changing. After an a 
prior study, 3 syntax elements (mb_type, NNZ and TO) are identified and tested by using information theory 
based entities. First, noise matrices, cP  and I  demonstrate that mb_type is the optimal choice for content 
preserving attacks. Secondly, mb_type proved to be able to result into probability of false alarms equal to 
zero under content changing attacks. The next section will present a semi-fragile watermarking method 
whose inserted signature is based on mb_type syntax element. 
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4. APPLICATION VALIDATION OF THE SEMI FRAGILE WATERMARKING 

This section details the deployment of mb_type based signature for building an MPEG-4 AVC video 
integrity verification system and subsequently evaluates its performances under the SPY1 project framework.  

4.1. Method presentation 

The authentication signature is generated by encoding mb_type to an m-ary alphabet.  
The obtained signature is further inserted by an m-QIM watermarking technique [4] in the video 

content. The low complexity requirement can be met when such a signature is extracted and inserted directly 
from/in the MPEG-4 AVC syntax elements, with minimal decoding/re-encoding operations. To meet this 
requirement, we consider individual groups of i successive I frames (further referred to as I-Group) sampled 
from an MPEG-4 AVC video sequence. The signature is computed from the first 0I  frame in such an 
I-Group. The obtained signature conveying information about the content of the first frame is further inserted 
into the rest 1−i  I frames of that I-Group by the m-QIM embedding method. The shorter the I-Group, the 
more accurate the temporal localization of altered content. 

In order to verify the integrity of an attacked I-Group, the authentication signature of the attacked video 
is computed from its first 0I  frame. This signature is compared to the mark extracted from the rest of the 
I-Group frames. In our experiments, we consider that an area in a frame is altered when at least s  (cf. 
Section 3.3) elements of the attacked signature elements belonging to that area do not match with the 
corresponding extracted watermark elements. 

4.2. Functional evaluation 

4.2.1. Robustness 

In videosurveillance context, transcoding is the main harmless authorized attack. While the 
Section 3.2.3 investigated the effects of this attack at the signature feature level, we are now assessing the 
global effectiveness of the video integrity system. In this respect, the watermarked sequence was subject to a 
transcoding attack applied according to the S2 scenario described above. In order to identify the spatial 
content alterations, the detection procedure was applied on areas obtained by partitioning the 0I  frames with 
a 9x9 equidistant rectangular grid (see Fig 9).  

This set-up allows the robustness to be objectively assessed by the probabilities of missed detection 
(i.e. the probability of not detecting a watermark from an initially marked area), and false alarm (i.e. the 
probability of detecting a mark in an initially un-watermarked area). 

Our experiments showed that the re-encoding from 512 kbps down to 128 kbps resulted in no content 
modification, thus demonstrating the robustness of the proposed system, with ideal values for the 
probabilities of missed detection and of false alarm ( mP , fP ). 

 

 
Fig. 9 – Spatial alteration detection. 

                                                           
1 The ITEA 2 SPY (Surveillance imProved sYstem) European project aims at creating a new automated intelligent 

surveillance and rescue framework adapted for mobile environments.  
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4.2.2. Fragility 

This Section investigates the sensitivity to content changing attack. The content is considered as being 
attacked when one object is moved, deleted or substituted. To simulate this attack, we used a piece of code 
that tampers the videos by arbitrarily changing 1/16 of the frame content. For each video sequence in the 
corpus, we applied such an attack to sequences of successive frames (between 9s and up to 3min). 

In order to spatially locate alterations, we kept the same conditions as in Section 4.2.1: the 0I  frames 
in each I-Group are portioned in 81 areas, according to 9x9 equidistant rectangular grid. From the fragility 
point of view, an ideal watermarking method will fail in detecting the mark from each and every area which 
was subject to content alterations. While such a behavior can be also expressed in terms of probability of 
missed detection and false alarm, the literature bring to light two more detailed measures, namely the 
precision and the recall ratios, defined as follows [13]: 

fptp
tpPrecision
+

= , 
fntp

tpRecall
+

= , 

where tp  is the number of true positive (i.e. the number of content modified areas which do not allow the 
mark to be recovered), fp  is the false positive (i.e. the number of content preserved areas which do not 
allowed the mark to be recovered) and fn  is the false negative number (i.e. the number of content modified 
areas which allowed the mark to be detected). 

Fig 10-a illustrates the obtained precision and recall average values as a function of the threshold s   
(cf. Section 3.3). The experiments exhibit 81.0=Precision  and 92.0=Recall  at 8=s  (i.e. more than 50% of 
area syntax element size). As these average measures are quite far from the ideal cases 
( 1== RecallPrecision ), we went further in our investigation. Fig 11 illustrates the temporal detection of 
alterations: the abscissa corresponds to the I-Group index while the ordinate is set to 1 for the I-Groups 
identified by the system as being modified. The content attacked sub-sequences are circled in blue. 

 

  
(a) (b) 

Fig. 10 – Precision and recall as function of s: initial method (a) and method with post processing (b). 

 
Fig. 11 – Temporal alteration detection. 

Fig 11 shows that almost all altered I-Groups have been detected; however, some content-preserved 
I-Groups (circled in green) were also detected. When inspecting the entire corpus on the temporal axis, it was 
noticed that such errors are sparse. From the result interpretation point of view, feed-back provided by 
professional under the framework of the SPY project brought to light that when an I-Group is maliciously 
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altered, it is very likely to have other successive blocks altered. Consequently we included in our decision 
procedure a post-processing rule of the type: one I-Group is considered as altered if at least two I-Groups 
that succeed it or precede it are detected as altered. This way, the new values for precision and recall ratios 
are 97.01=Precision  and 97.01=Recall  at 8=s  (see Fig 10-b). Of course, this increase in the statistical 
performances was obtained at the expense of decreasing the time accuracy: content modifications shorter 
than 9s cannot be detected. 

4.3. Conclusion 

This section shows that coupling mb_type based signature and m-QIM insertion can ensure practical 
relevant results for semi-fragile watermarking based integrity verification. Experiments conducted under 
SPY project corpus showed that the advanced method is robust against content preserving attacks and able to 
locate content changing modification with a Precision value of 0.92 and Recall value of 0.97. The spatial 
and temporal accuracies are evaluated at 1/81 frame size and 9s, respectively. 

5. CONCLUSION 

With the present study, the MPEG-4 AVC syntax elements which can optimally serve the needs of 
content-based video authentication are first identified by carrying out an information-theory based 
investigation. Secondly, a semi-fragile video watermarking software is implemented and assessed in terms of 
robustness (against content preserving attacks) and precision in identifying the content changing attacks. 

Future work is scheduled on extending this study for ensuring the authentication of the emerging 
HEVC (High Efficiency Video Coding) standard. 
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In a client-server communication, the server side must trust the client before releases confidential data 
or accepts commands received from the client. While industry best practices and considerable amount 
of research focus on secure credential authentication, we stress that this is at most a deceptive effort, 
providing only a false sense of security. We underline the sharp contradiction between state-of-the-art 
industry wide practices and the security that researchers campaign for, with special focus on online 
banking solutions. We present a brief review of a wide range of cyberattack techniques used today to 
perform large scale identity theft, financial fraud or espionage. We believe that current approaches, 
including inside-OS security solutions or relying only on credential authentication are outdated, and 
an industry wide shift is needed to provide trustable, integrity attested clients. Our solution is created 
around a type 1 bare-metal hypervisor, relying on hardware-enforced technologies to provide strong 
isolation between a secure operating environment on the clients and a possibly compromised OS. 
Blending an easily deployable solution with remote cryptographic identity attestation support, we 
believe that our proposal carries a significant value, both from security point of view and market 
applicability. In order to support a proper evaluation of the strength and weaknesses of the solution, 
we also present a comprehensive review of various remaining attack techniques and strategies. 

Key words: trusted communication, hypervisor, VMM, secure client, trusted client, remote attestation, 
attestable integrity, Intel TXT, malware attack techniques, vulnerabilities. 

1. INTRODUCTION 

We live in a world where we, our privacy and ultimately the whole global economy are becoming more 
and more dependent on the Internet [109]. Stock trading and bank transactions are performed online, we pay 
our taxes online and do a great share of our purchases on the Internet, using credit cards. There are millions 
of people working remotely [58], accessing confidential business information, governmental or even military 
data from remote clients. Industrial and military espionage has grown to unprecedented levels [16, 114]. 

To underline the practicality and impact of our proposal, we shall mention a few issues implying client 
side malware infections or cyberattacks, comprising two key domains: financial and identity fraud, and 
economic and military espionage. Financial institutions and citizens using online banking are among the 
most frequent targets of advanced malware and cyberattacks [83, 45], with a recent United Nations report 
saying that more than 30% of total global cybercrime is computer related fraud and forgery [118]. There are 
numerous examples of online banking, identity theft and fraud related, money stealing malware, in many 
cases with tens of millions of US dollars stolen using a single advanced malware, operated by a few persons 
[130, 51, 81, 26, 110]. A 2012 study done by the U.K. National Fraud Authority [136] reveals that 9.4% of 
all adult U.K. citizens had been an identity fraud victim in the last year, only 44.7% of the victims being able 
to recover their losses. On average these victims lost £481 each. Many banking Trojans have been active in 
the wilds for 5-8 or more years, producing enormous damage [102, 124]. On the military side, the quite 
recent Stuxnet, Duqu [56, 8] and Flame [137] APTs were using various client side infection methods to be 
able to penetrate complex networks in stages. Another recent malware, Gauss [54], was characterized as “a 
nation state sponsored banking Trojan which carries a warhead of unknown designation”. 
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Globally, we are dealing with two major class of cyber-enemies. First of all, there are cybercriminals 
focusing on stealing our identity, our credentials and ultimately our money. They are behind more than half 
of all illicit cyberactivities [83], with global cybercrime being well over $100 billion today [107, 41]. 
Secondly, we are dealing with advanced persistent threats – well organized criminal groups, foreign govern-
ments or military having both the intent and the capacity to continuously attack our networks, our systems or 
even our critical infrastructure. 

Today numerous activities and industries are relying more than ever on client-server communications, 
where, in a broad sense, an attacker could target three key elements: the integrity of the server (e.g. directly 
penetrating a financial institution or a military server), the integrity of the communication channel (e.g. 
intercepting network packets in man-in-the-middle attacks) or the integrity of the client (e.g. setup 
keyloggers or backdoors onto an endpoint device). Analyzing this from a practical point of view, it is 
important to note, that one can have invulnerable servers, unbreakable cryptography for the communication 
channel (e.g. eavesdropping and brute force attack proof), but once the client side is compromised, so it is 
our privacy and the security of our critical data. 

It is important to note that client systems are in many cases entrance vectors for malware or advanced 
attacks ultimately targeting critical server systems, as it was the case for Stuxnet family for ex. This is 
especially true for military grade / espionage, where the ultimate target is almost priceless: there is a long and 
impressive history of stealing confidential data from critical military projects [16, 88, 114, 79]. 

In this paper we are focusing on the security and the trustworthiness of the client side. There is one 
fundamental question the server should ask for in any over-network client-server communication: how does 
the server side decide if it can trust the client or not? When can confidential information be released to the 
client over the network? 

1.1. Authentication vs. integrity attestation 

The straightforward answer that comes into one’s mind to the previous questions is like: “the server 
will ask the client to send valid credentials, comprising user name, password or some kind of token value, 
and no critical information will be provided, unless the credentials are valid”. Obviously, this scenario 
assumes that credentials have not been stolen and the communication channel has not been compromised. An 
immense research has been carried out on the topic. There are countless papers and technologies focused on 
how to properly validate credentials, how to prevent credentials being stolen, e.g. by keyloggers or screen 
capturing malware. There are whole industries focused on the securing authentication, employing numerous 
methods, like online banking using hardware token or SMS based two-factor authentication, or employing 
the state-of-the-art Intel IPT [46, 144, 49] hardware based technologies, but still failing to provide adequate 
protection against advanced attackers. We will give several reasons for this in Section 2.1. 

There is a fundamental and clear difference between authentication of credentials and attestation of 
integrity. This is one of the key ideas behind our proposal. In essence, securing authentication ensures that 
no one can steal our credentials or use them to legitimate as being us, e.g. to pretend to be us while logging 
in at an online banking account. On the other hand, remote integrity attestation can assure the server side that 
the client software has not been tampered with, e.g. an online banking application is exactly in the same state 
as the bank delivered it to the client at deployment time. Although the difference is significant between the 
two cases, to be able to consider the client trustworthy, the client software needs to satisfy another key 
criteria: it must be in complete control of the client hardware. 

1.2. Strengthening the client. Raising the cost of an attack 

Before we can talk about highly secure client-server communications, we shall reflect on two more 
essential aspects. First of all, considering a system where critical data is shared across network by two or 
more entities, the security of data at maximum equals the security of the weakest link from the whole chain. 
In most organizations, client systems represent the weakest point. 

Secondly, in our vision, there is no perfect security. The strength of the security provided by a given 
solution is directly proportional to the time and resources needed to be invested in order to break into the 
protected system. We could quantify the value of a security system by how much does its deployment raise 
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the cost of the attack needed to successfully break the system. We estimate that our proposal has the value 
and strength to raise the cost of the attacks by at least a factor of magnitude. 

We propose a solution designed around a client oriented, hardware virtualization based type 1 bare-
metal hypervisor. As Vogl [116] and Zaharia [131] observe, hypervisors offer numerous advantages, 
including strong insolation, a significantly reduced codebase – providing a small attack surface and the 
possibility to analyze or enforce security from outside the operating system. We aim to use the hypervisor to 
take complete control over hardware, including KVM devices (keyboard, video, mouse) and to create a 
secure working environment inside a custom Linux trusted virtual machine. The hypervisor will employ all 
known Intel VT-x/EPT, VT-d and TXT technologies, in order to properly enforce security. 

2. ATTACKING THE CLIENTS, STEALING THE DATA 

2.1. Advanced malware and attack techniques 

One essential property of our day malware is that it tries to remain stealthy and active as long as 
possible inside a system. The most frequently employed technique to achieve this is the usage of kernel 
rootkits [105, 69]. Once installed on the target system, widespread kernel-mode rootkits can easily be used to 
bypass traditional security solutions. According to some reports [100], from a few known rootkit samples 10 
year ago, the number of unique rootkits today is likely over the 2.5 million mark. Advanced kernel malware 
routinely infects millions of computers around the world. In one example, in about a year, one kernel rootkit 
infected over 16 million PCs [87]. The next version of that malware successfully penetrated at least 46 of the 
Fortune 500 companies [123]. 

Another particularly dangerous advanced attacks are the so called DMA (Direct Memory Access) 
attacks, in which, using DMA controllers from various peripheral devices (e.g. network or audio cards), a 
malware can bypass traditional CPU privilege levels and overwrite any piece of a security software [104, 91, 
2]. DMA can also be used to steal critical data (e.g. passwords or encryption keys) from different applica-
tions, bypassing traditional protection measures. More recently DMA based attacks are integrated directly 
into exploitation frameworks [11], making them easily deployable in wide scale attacks. 

A great number of cyberattacks today relies on poorly written software that contains vulnerabilities, 
which are routinely exploited to execute malicious code [44, 14]. Landwehr hits the nail on the head [62] 
saying that “today, most successful attacks simply exploit flaws that were inadvertently placed in the system 
during development and were not removed by industrial quality control mechanisms prior to distribution”. 
Although there are numerous attempts to protect software against those issues (NX bit / DEP, SMEP [50], 
ASLR [149], sandboxing, hook based protections being the most significant of them), until today none of 
them resisted for a long time against malware attacks [125, 57]. Even highly elaborated and deeply built-
into-OS approaches, like Microsoft’s PatchGuard in 64 bit editions of Windows, have been proved to be 
short of expectations in the fight with advanced malware [99, 36]. Although there are various reasons why 
those technologies failed to deliver adequate protection, we can observe one common and very significant 
weakness behind all of them: they are all running at the same privilege level as the malicious code they try to 
protect from (e.g. rootkit). Although today there are more than 50,000 publicly disclosed [14], well-known 
vulnerabilities, the most alarming fact is that 40-50% of the new ones disclosed each year remains without 
proper patching [44], such that their exploitation, even at kernel level [125, 5, 13], is both easily at hand and 
very lucrative for cyber-criminals. We must point out, that in case of advanced attacks, based on kernel 
exploits or kernel rootkits, there is no way to properly protect any kind of client side application from inside 
the OS; that is, client side network communication can be easily eavesdropped, encryption keys or 
credentials stored in memory can be easily stolen. 

One particularly important class of malware are Banking Trojans [18], which are behind the so called 
Man-in-the-Browser (MiB) attacks [80, 70]. They are widely used to infect web browsers, intercepting 
network communication between the user (client) and bank (server), being able to fundamentally change 
every aspect of online banking transactions (e.g. changing the destination for a transfer or changing also the 
amount). They usually seek additional user credentials that attackers use to perform fraudulent fund 
transfers. It is important to note, that MiB attacks essentially mean the corruption of integrity of the client 
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side application, and thus, one way to protect against them is to be able to attest the integrity of the online 
banking browser. A critically important aspect of MiB attacks is that they regularly bypass two-way 
authentication, as all fraudulent activities are carried out after the user legitimately authenticated itself. In 
other words, credentials do not need to be stolen at all in order for a MiB attack to steal your money. As a 
prime example, the alarming advance of the ZEUS Trojan triggered the European Network and Information 
Security Agency (ENISA) to recommend [25] the banks nothing less than to consider all client PCs are being 
possibly infected. Already in 2011 it was estimated, that ZEUS infected 3.6 million PCs in the U.S. alone, 
i.e. over 1% of all systems [108]. Last year, researchers found a Banking Trojan that is capable to operate 
completely autonomously, being able to clean the banking account of a victim without requiring user 
interaction at all [120]. We stress that MiB attacks are not specific only to financial institutions or online 
banking / shopping. For example, the same techniques can be used for long term industrial espionage also. 

The use of digitally signed malware is widespread [129], underlining the weakness of the certification 
mechanisms. We have examples when government certificates are stolen [33], with advanced attacks using 
validly signed malware [8, 66] or banking Trojans easily installing on victim systems because they have 
valid digital signatures [141]. We have today around a million of digitally signed malware, which can 
silently install kernel rootkits or other advanced malicious codes into the user’s machine. This is a solid 
argument underlying the need to start using integrity attested clients. 

The use of password and identity stealing malware is very widespread [103, 27, 72]. They usually 
employ keyboard, mouse and screen capture software. According to one significant report [68], 100% of data 
breaches investigated involved some kind of credential theft. 

Two-way authentication, based on digital signatures, SMS or hardware tokens is widely used today, 
especially by the financial industry. However, they are hopelessly broken [92, 59] in case we are dealing 
with sufficiently skilled attackers. There are numerous reported cases in which criminals successfully 
intercept both authentication channels (e.g. €36 million was stolen recently using mobile malware that 
intercepted SMS messages from two-way authentication [52]). We must point out, that sophisticated MiB 
attacks don’t even need to bypass two-way authentication or steal the user’s credentials to be able to perform 
fraudulent activities under the client’s identity. They can hijack legitimate user sessions then alter the traffic 
after the user identified itself. More than this, SMS-based two-factor authentication is broken since many 
years, not only by mobile malware, but by direct GSM/3G traffic eavesdropping also, using relatively cheap 
and simple equipment available today [28, 82]. 

We stress that this list is not exhaustive, but only exemplificative. However, at least two more aspects 
need to be considered here, in order to get a more complete view of the issues we are facing. First of all, 
advanced cybercriminals (or people behind APT attacks) are widely using techniques to avoid anti-malware 
detection [34, 17, 97]. Secondly, they use heavy automation and huge computing resources in areas like 
detection-avoiding malware generation / polymorphization [142], password cracking [85], exploit generation 
[3] or vulnerability scanning. The results can be devastating, as a recent report [70] described state-of-the-art 
malware automation used to siphon at least $78 million from bank accounts around the world. According to 
one research [68], on average, a typical computer network, protected by up-to-date security solutions have 
been penetrated by advanced attackers 243 days before the security breach is first detected. That is, advanced 
attackers have an enormous time window to perform their malicious business. 

2.2. Significant examples from current solutions and approaches 

To better underline the contrast between our proposal and existing solutions, we will present details on 
two important topics, related to the integrity of clients: online banking and exploit protection solutions. 

Current state-of-the-art online banking solutions and approaches, from traditional security software 
vendors, include the usage of sandboxed evaluation [80] and/or security hardened browsers, with examples 
like Kaspersky SafeMoney [55] or Bitdefender SafePay [9]. While they do protect against some of the 
attacks used today, they have no chance against advanced kernel malware or targeted attacks. Many banks 
explicitly recommend users to have up to date anti-malware and anti-phishing solutions, which again, do 
indeed protect against some common attacks, as we pointed out in Section 2.1 can be bypassed by advanced 
attacks. There are several online banking software which include virtual keyboard and screen capture 
prevention methods (e.g. using a kernel driver, thus being completely vulnerable to an advanced kernel 
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attack running at the same privilege level). Both, the widely used hardware token or SMS based two-factor 
authentication, considered today an industry best practice and innovative technologies, like Intel IPT also 
[106, 46], are addressing only the first part of the problem: user authentication. They however do provide 
effectively no protection at all against advanced banking Trojans, man-in-the-browser attacks (which steal 
billions of dollars each year), not even mentioning advanced kernel exploit or DMA attacks. To sum it up, 
current state-of-the-art approaches represent less than half of a solution. We recommend the reader to 
confront this with best practice recommendations, flyers presenting online banking solutions and FAQ 
support lists from local banks. Our estimate is, that the usage of 128/256 bit SSL, two-factor authentication 
based on hardware token or SMS and anti-phishing recommendations will represent the bulk of the list. We 
still have to see a bank talking about ZEUS grade banking Trojans, offering truly protective solutions. 

For protection against exploits a whole set of user-mode and kernel-mode technologies and products 
have been developed. Until today none of them stands against the attacks, underlying once again the need for 
a radically new approach: we recommend switching from software-only to hardware-enforced isolation and 
security solutions. XD (eXecution Disable) / NX bit and related Microsoft DEP technologies are widely used 
in an attempt to prohibit instruction-fetch operations from protected pages, to prevent code execution. This is 
however routinely bypasses by various attacks, like return oriented exploits executing VirtualProtect API to 
disable protection for a given area. ASLR (Address Space Layout Randomization) techniques ensures that 
after each reboot the various modules will be loaded to a different base-address, thus making exploitation 
harder (classical exploits tend to rely on hard-coded values – pointers to APIs, to TIB – Thread Information 
Block, PEB – Process Environment Block etc.). ASLR can be bypassed for example by creating an algorithm 
that explicitly searches for the needed data structures inside memory (e.g. by pattern matching) instead of 
relying on hard-coded values [50, 139]. Various products (e.g. Microsoft Office, Adobe Reader or Google 
Chrome) employ web or document specific sandboxes and low credentialed processes, by which they do 
manage to considerably reduce the number of successful exploits. However, many advanced attacks still 
succeed to bypass such sandboxing [125]. Classical HIPS/HIDS (Host Intrusion Prevention / Detection 
Systems) technologies, like Comodo, hook certain APIs in order to detect malicious calls to those functions. 
The bypass method is usually trivial, for ex. by restoring the original code then calling directly the kernel or 
by calling other undocumented and unhooked APIs to perform the same functionality. Some other exploit 
shellcode detection solutions are based pattern-matching or statistical analysis of possible shellcode varies. 
Such protection attempts are bypassed by malware using ASCII-encoded shellcodes, obfuscation or 
polymorphic/metamorphic shellcode [84]. There are also other attempts to prevent exploit execution or code 
injection, like per-process instruction-set randomization [57]. However, until now such attempts proved to be 
theoretical, being very difficult to apply it in actual CPUs. 

2.3. Brief survey of other attack techniques. Assumptions 

Although not directly linked to client side protection, to have a broader overview of the context clients 
are working in, we need to consider some other attacks and related assumptions. 

Man-in-the-middle attacks (MiM) focus on intercepting the communication between the server and the 
client. There are two generic ways such attacks are carried out. Many attacks try to brute force the captured 
network packets or try to break the encryption method using advanced mathematics. We do not cover this 
topic and assume that 256 bit SSL/AES cryptography to be safe. However, another type of MiM attacks 
(including most of the known SSL attacks) rely on breaking third-party Certificate Authorities [32, 93, 43]. 
Here we observe a very disturbing statistics, with Comodo, VeriSign and many other CAs being repeatedly 
hacked, leading to a point where many consider the usage of third-party CAs to be broken. We think that in 
any client-server scenarios that permit it (e.g. online banking or military), the server side shall issue their 
own certificates and become their own CA. This is easily doable in scenarios where a physical contact before 
system setup takes place between client and server side operators. From security point of view, this means, 
that hacking the CA equals directly hacking the server side. This we think is a strong enough assurance. 

We can’t talk about securing the client side of a network communication without considering phishing, 
widely used today to steal credentials [55]. Over 150 million phishing emails are sent daily, and around 
80,000 persons become victims of those attacks each day [140]. However, phishing is just one example of 
well-crafted social engineering, and, while several protective measures can be taken, no one can protect in a 
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bulletproof way against users that willingly and knowingly give over credentials and their identity. 
Depending on the exact scenario, many protective approaches can be taken. For example, a dedicated online 
banking software can use built-in hardcoded URLs (thus avoiding any e-mail based phishing attempt). Other 
measures include the good practice to avoid shortened URLs or the routing of network traffic through a 
security proxy server which seeks to filter out all malicious content. 

3. HARDWARE VIRTUALIZATION AND SECURITY 

3.1. Bounding technology and security concepts 

When designing a software-only security solution, in general, or a secure communication software, like 
an online banking application, in particular, for a typical computing system, one shall note that the OS, the 
applications running above, the security solution and any potential malware or cyberattack basically share 
the same computing resources: the same memory, the same CPUs and the same privilege levels (user-mode 
and kernel-mode). The concepts of different privilege levels or isolation are not new at all, nor is their 
implementation at hardware level. A notorious example for not employing the principle of isolation could be 
the fact, that although Intel introduced in 1985 the 80836 microprocessors, supporting four different levels of 
protection (rings 0, 1, 2 and 3), offering the possibility to isolate the kernel from the drivers, the executive 
and the applications into different, hardware enforced privilege zones, no widely deployed operating system 
like Windows or Linux ever used this [50]. 

Intel released VT-x hardware virtualization support in 2005, followed in 2006 by the release of VT-d 
and TXT technologies and in 2008 of VT-x/EPT extension [50, 48, 47]. In contrast with this, until this day, 
mainstream operating systems and security solution are using few to none of the possibilities of those 
technologies to strengthen security. The reasons behind this are many. Among them was the desire to 
maintain compatibility with older hardware and software, the lack of know-how and expertise, an industry 
wide inertia. One notable exception is Linux, where certain flavours support TXT for attestation of the OS 
kernel, but not to attest security solutions or applications within. Although VT-x, VT-x/EPT and VT-d are 
primarily focused to provide virtualization capabilities, e.g. to be able to run multiple operating systems as 
guests on a single physical hardware, they also have tremendous potential in the field of security. On the 
other hand, Intel TXT was specifically designed for security purposes, to allow strong cryptographic load 
time attestation of system software [35]. 

We shall also mention other technology elements that are strongly related to providing secure client 
environments. Second and third generation Intel Core i5/i7 CPUs include [50] built-in AES encryption 
support (AES-NI). Third generation Intel Core CPUs include built-in hardware random number generators. 
TPM chips include support for SHA-1 hash based binary image measurements, RSA cryptography and 
sealed storage [112]. 

Intel VT-x provides basic CPU virtualization capabilities. VT-x introduces a completely new level 
(ring -1 or VMX Root Mode) of execution privilege, more privileged than ring 0 used by the operating 
system kernel. This ring -1 level can also be used by security software – or a secure client side application, if 
we implement it as a virtual machine monitor (VMM), also known as a hypervisor. This basically provides a 
security software with the capability to intercept and control the execution of the operating system kernel, 
with the OS and all applications being moved into a virtual machine (VM), also known as a guest. Intel VT-
x/EPT provides the capability to completely virtualize the physical memory space of a guest virtual machine 
and thus, to be able to control at a page level for each guest the read/write/execute access rights associated 
with memory [50]. We must also consider the fact that, by the design of the CPUs, there can be only one 
piece of software running at ring -1 at any time, so, as long as a first software controls the CPU from 
hypervisor level, no other – possibly malicious – software can get into ring -1.  

Intel VT-d provides the capability to virtualize the access to the system memory for extension boards, 
devices and controllers connected through the system bus. Numerous devices like network cards, storage 
controllers etc. have built-in DMA controllers that give them direct access to the physical memory of the 
system using, bypassing any control normally imposed by the CPU. Employing the capabilities offered by 
Intel VT-d, a security solution is able to provide hardware enforced protection against DMA attacks [48]. 
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Intel TXT is a feature that, based on Intel VT-x/EPT, VT-d and a TPM (Trusted Platform Module) chip 
[113] provides the system with the capability to load and launch a VMM software in a measured well know 
state that is cryptographically attested to be tamper-free [35, 47]. The challenges around system software 
attestation are widely known [65], with several attempts being made to enhance the integrity or attestability 
of computing platforms and system software (e.g. UEFI Secure Boot [117] or Measure Boot for Windows 8 
[78]). The need and desire to have some kind of attestations is obvious: one doesn’t really want to just know 
that “a client side application has been installed on a system” but would rather like to be ensured at least that 
“the client side application that has been installed on the system was started / is running without being 
tampered with”. 

3.2. Hypervisor based security and integrity attestation state-of-the-art 

The academia researched heavily both the topic of integrity attestation and that of the employment of 
hypervisors to enforce security. 

Hypervisors provide an excellent way to perform security monitoring from below the OS, running at a 
different privilege level. Garfinkel et al. [31] present an IDS (Intrusion Detection System) built using a 
hypervisor, Livewire, capable to extract data from the guest, then to reconstruct semantics of those data. 
Srivastava [98] presents a hypervisor-based architecture that can identify malicious code inside infected 
systems at process-level granularity. The identification is based on network-level security software, linking 
each malicious network activity with the process behind. Wang et al. introduce HookSafe [121], a hypervisor 
focused on prevention of kernel rootkit infections by protecting in guest kernel code against hooks. Chen  
et al. present a different approach with Overshadow [15], protecting the integrity of application data against 
compromised OS. This is achieved by presenting applications with a normal view of its resources, but the OS 
with an encrypted view. Seshadri et al. propose SecVisor [94], a tiny hypervisor aimed to ensure code 
integrity for commodity OS kernels, protecting them against kernel malware and zero day exploits. 

Lampson [61] proposes creating different, well isolated VMs, according to different roles: ‘red’ VMs 
for generic applications, possibly compromised by malicious code and ‘green’ VMs for a critical, trusted 
applications handling sensitive data. Garfinkel et al. propose a similar approach introducing Terra [30], 
having remotely attestable VMs for specific applications, like DRM media players. Our proposed approach 
follows the isolation principles presented by Lampson and Garfinkel, respectively.  

McCauley introduces a novel way with HyperPass [75] to protect user passwords from being found by 
malicious software. With HyperPass, the passwords are not stored anymore inside the guest system at all, but 
instead, are stored inside the hypervisor. HyperPass has complete control over the physical network 
interface, effectively filtering all network traffic. TLS encryption is handled with a legitimate man-in-the-
middle approach. The key idea is, that passwords are filled-in into forms (e.g. at an online banking login) 
only from inside the hypervisor. This way they achieve a solid credential protection. 

Martignoni et al. [71] introduce Cloud Terminal, proposing a split approach for security: a thin 
terminal running on the clients ensuring only communication with a remote, in-cloud rendering engine at the 
server side. The server side comprises a massive VMM supporting one VM per each client to effectively 
render application content. Their solution has resemblance with our proposal, as they support on-the-fly 
loading below a running instance of the host OS and remote attestation.  

McCune et al. [76] present a novel way to execute security-sensitive code in complete isolation, named 
Flicker. This solution provides fine-grained attestation of the executed code to a remote party. However they 
have many limitation, including a severe performance penalty and the requirement to custom compile any 
sensitive code. McCune later presented TrustVisor [77], featuring much better performance with a conside-
rably bigger codebase. Not covering KVM device virtualization, their approach has limited applicability. 

Lee-Thorp [65] provides a great overview of the challenges regarding trusted computing based on TPM 
chips. He argues that extending the TCG (Trusted Computing Group) architecture and reworking application 
designs are the most viable routes to making attestation viable in practice. Lyle et al. analyze the problems of 
remote service attestation [67], but from the client’s point of view. They argue that critical services, such as 
healthcare services, electronic voting services, financial services, grid services, all need to be attestable: 
whenever a user is using one of these services, how can he know if the service is attested (not tampered by a 
malicious intervention)? Their approach however is vulnerable to MiB attacks. More than this, the integrity 
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of the client systems in not considered at all. Armknecht presents [1] a pure software-based attestation 
framework. While a software attestation may increase the security of a system, it is far from providing the 
same level of security as hardware-assisted integrity attestation does. Huang et al. [42] present a practical 
approach of doing remote-attestation, using hardware-based attestation mechanisms. A protocol for remote 
attestation is proposed, which has the capability of verifying the integrity of an application with regard to a 
remote party. The protocol may, however, be the subject of various attacks known in the art.  

To be fair in our analysis, we acknowledge that there are also researchers raising concerns regarding 
hypervisor based security. Heiser et al. [39] argue that once the kernel of an operating system can and has 
been formally verified, new possibilities for security arise. They are against the usage of hypervisors 
advocating that a verified, and thus really trustworthy, OS kernel can provide better security than hardware- 
virtualisation based strong isolation. While we admit the exceptional value provided by formally verified 
code, we strongly believe that the software industry is by far not ready to adopt formal verifications on a 
wide scale, not affording the increased costs and having neither the required tools nor the expertise. 

Heiser et al. [145] also argues that there is actually a convergence between hypervisor and microkernel 
architectures. There are numerous security benefits in hypervisors built using a microkernel-like design 
approach. Steinberg et al. presents Nova [146], introducing a novel way to build a ‘microvisor’ with a trusted 
computing base at least of an order of magnitude smaller than common hypervisors. They use microkernel 
architecture for the hypervisor to achieve lower attack surface and better security. 

We close this short review with a significant report. Zaharia et al. performed an in-depth analysis of 
previous academic research about hypervisor supported security [131], concluding: “the goal […] is not to 
prevent computers from being compromised; the complexity of modern OSes and the gullibility of most users 
makes compromise too easy to reliably prevent. The goal, instead, is to allow compromised machines to still 
perform some useful tasks without sacrificing user information […] Hypervisors are well equipped for this”. 
We consider this a truly precise characterization of the situation we are dealing with. 

We underline again, the sharp contrast between what has been done in academic and military research 
versus what has been applied widely in real-life practice. The ideas of creating reliable and secure systems, 
or to build security based on virtualization are not new at all. Between many other examples [29, 20, 38, 96], 
there is one very significant one: Karger et al. [53] spent a decade long effort between 1981 and 1990 focused 
on the development of a production-quality VMM security kernel capable of receiving an A1 (highest) rating 
from U.S. National Computer Society Centre. In spite of this, our feeling is that pretty much the whole 
history of personal computing, dominated by MS-DOS, Windows (and later Linux or Mac OS) systems, 
repeatedly and systematically sacrificed security for the sake of performance or compatibility with older 
software, among other reasons. As a historical example, and before any Linux fan would yell towards us, we 
would like to gently remind that MINIX was here before Linux, with a much more security supporting 
microkernel architecture [111]. We are however afraid, that there are still many users, marketing people and 
corporate leaders, that would sacrifice security for 5-10% performance gain. We found to be very significant 
M.E. Lesk’s depiction [62] “Right now, most people are still wondering ‘what is cybersecurity?’ As time 
goes on, we predict people will start to demand it; then want it cheaper, and then eventually forget it”. 

On the field of hardware virtualization, there are few client-oriented type 1 bare metal products 
available. The most significant of them is Citrix’s Xen Client XT [95], a security hardened client virtuali-
zation product. It uses all available Intel virtualization oriented technologies (VT-x/EPT, VT-d, TXT) to 
provide strong security, integrating also several introspection and anti-malware technologies. However, it is 
not only close sourced, but also restricted as a market only for the U.S. government and federal agencies. We 
are not aware of Xen Client XT being integrated with remote attestation servers, but the possibility of doing 
so is certainly in the reach of the vendor. We must also stress, that its deployment is highly restricted because 
it needs pre-installation, and thus, it is not an option for millions of existing users out there. 

Intel / McAffee Deep Defender [73] is the only known product from a traditional anti-virus vendor that 
incorporates VT-x/EPT technologies, thus provides enhanced protection against rootkits. However, it has 
several severe limitations and drawbacks, as it does not employ VT-d [74], thus being vulnerable to DMA 
attacks, and does not employ Intel TXT to assess the solution’s integrity. 

Qubes OS [86] is likely the most noticeable research project focused to deliver a heavily security 
oriented environment, based on the open source Xen hypervisor and involving all Intel security features (VT-
x/EPT, VT-d and TXT). It is the best example for security-by-isolation, however, involving also some 
drawbacks. First of all, it does not employ any kind of anti-malware protection, trying just to encapsulate / 
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isolate any exploit or damage to a specified perimeter (working zone). Secondly, they have no support for 
remote attestation. We recognise that they could overcome their limitations and we think it would be great to 
see much more Qubes-like approaches and solutions in widely deployed, real-life applications. 

Bromium Microvisor / vSentry [12] aims to provide enhanced security based on per-process virtuali-
zation. They do not offer trial versions publicly for detailed evaluation, but according to the available infor-
mation they focus to secure major applications, including Microsoft Office or Adobe Reader by strong 
isolation and sandboxing. They do not employ Intel VT-d or Intel TXT and thus their approach is both 
vulnerable to DMA attacks and lacks integrity attestation support. Another critical aspect is that they run 
more likely a type 2 hypervisor, based on the environment provided by the host OS and not as a type 1 bare 
metal hypervisor, thus potentially exposing a much greater attack surface. 

4. TOWARDS TRUSTED CLIENTS 

4.1. Proposed general architecture 

Bearing in mind the failure of today’s software-only security solutions, it comes naturally for us to 
build our proposed design around a security tailored, client oriented, hardware virtualization based type 1 
bare-metal hypervisor. We choose this solution because hypervisors numerous advantages, including strong 
insolation, a significantly reduced codebase – thus a small attack surface and the possibility to analyse or 
enforce security from outside the operating system. We took this approach considering also the red-green 
separation principles described by Lampson [61]. 

We use the hypervisor to take complete control over critical hardware devices and isolate the secure 
client application inside a trusted VM running heavily customized Linux. The hypervisor employs all known 
VT-x/EPT, VT-d and TXT security technologies. Our approach, as illustrated in Fig. 1, comprises two 
different operating environments, isolated by the hypervisor.  

 

 
Fig. 1 – High level overview of key components of our proposal. The hypervisor completely takes over the physical KVM 

devices, thus ensuring any malware targeting our OS cannot interfere with the client application or its network communication. 
All critical communication is done through encrypted channels. The hypervisor, the Linux VM and the secure client application 

are hardware-isolated from OS, their integrity is enforced by Intel TXT and TPM. Both the hypervisor and the Linux VM are 
loaded from monolithic files (not requiring a separate partition), with their integrity being measured load-time, then validated. 
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The first environment is the existing client Windows operating system, inside which we install a kernel 
driver (winguest). Its main role is to load and start the trusted environment, for example in response to a 
hotkey combination hit by the user. It is important to note that we do not assume or require the client VM to 
be malware-free. For example, it can be infected with advanced malware designed to steal sensitive data, 
including kernel-mode rootkits. As we will outline in Section 4.4, such a malware can at most perform a DoS 
(Denial-of-Service) attack against us: it can prevent the loading of the trusted environment, but if the loading 
succeeds, we are assured that the client is in a cryptographically measured, tamper-free state. Once the 
trusted environment is loaded, the client VM and operating system will lose direct control of several physical 
devices, including not only processor, memory and chipset, but also network cards and KVM (keyboard, 
video and mouse) devices. In order to allow the client VM to fluently continue its execution, the hypervisor 
will expose to the OS virtualized versions of the devices described above, that will simulate the presence of 
the physical devices. 

The second environment comprises a custom Linux VM running a secure client application, which can 
be specific to the exact deployment scenario (e.g. a security hardened online banking client). The integrity 
measurements based on Intel TXT and the TPM chip cover not only the hypervisor, but also the trusted VM, 
the included real device drivers and the secure client application also. The Intel TXT mechanisms ensure us, 
that if the environment is loaded, then (i) it can completely take over the control of critical CPU, chipset and 
memory devices, and (ii) the loading was performed in a tamper-free manner. The hypervisor will allow 
Linux to directly control the physical devices that have been hidden from Windows. This approach will 
allow the creation of communication channels between the virtualized devices exposed to Windows and the 
physical devices. 

Both operating environments (VMs) are assured shared access to physical processor and to I/O devices 
in order to continue their execution fluently. The hiding of the physical devices from the client OS is 
achieved by taking over the complete communication interface between the drivers and the underlying 
devices, i.e. by rendering the device’s slot as empty on the PCI bus, then triggering a hardware rescan in the 
client OS. In a similar way, the simulated hardware appears as newly inserted (hot plugged) devices, for 
which, in turn, Windows fluently loads new drivers and I/O stacks. 

 

 
Fig. 2 – One possible application, comprising hypervisor based online banking application. The server side includes an integrity 

attestation server, holding all known-to-be-good integrity hashes in a database. 
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To better illustrate the proposed solution, we present one possible application in Fig. 2, depicting two 
online banking clients trying to connect to a service provider server from the bank. The bank also performs 
remote integrity attestation of the clients, requiring not only valid login credentials but known-to-be-good 
client integrity measurement hashes. The first client successfully connects even if the operating system or its 
applications are altered by a targeted attack or an advanced malware, because the e-Banking VM, the 
hypervisor and the e-Banking application have tamper-free, cryptographically attested integrity. In contrast 
with this, the connection of the second client, which is tampered with, is denied, because the e-Banking 
application's hash does not match the one in the known-good hash database. We expressly choose to present 
this with external clients having no direct connection at all to the attestation server: this way, in order for an 
external attack to reach the attestation server, it would require to go through existing vital banking 
infrastructure. In a way, we can consider the integrity of the known-to-be-good attestation database to be at 
least as valuable as money itself. 

4.2. Particularities and strengths 

The proposed approach promises hardware enforced strong protection against various types of attacks 
and malicious code affecting the client. Our solution allows us to perform secure business with a client, even 
if the endpoint is infected by advanced malware, including kernel rootkits, password stealers or Trojans. 

An advantage of our approach is the inclusion of a full hypervisor and a complete Linux VM in two-
three key files (e.g. the hypervisor binary, an in-guest driver and a VM image), allowing easy deployment on 
a client, without the need for end-users to reimage their systems. A related important aspect is, that we can 
install it under an already existing operating system, which can be already compromised by malware. 

Our hypervisor does not need to be started before the operating system, but is started on demand, just 
like an application, thus greatly improving usability. An important strength is the ability to take over and 
virtualize runtime, on-the-fly from main operating system key hardware devices, e.g. network cards. 

One more advantage of our proposal, although relevant for only very specific working scenarios, is the 
fact that we aim to completely take over the graphics card and assign it to the trusted VM. This way, secure 
clients can benefit from complete hardware accelerated graphics. 

Finally, our proposal integrates well with existing anti-malware solutions, thus a finalized product 
based on it have the potential to reach tens of millions of client deployment easily. 

4.3. Current progress, proof-of-concept results 

Since 2011, anti-malware products from Bitdefender include a proprietary thin layer hypervisor as part 
of Active Virus Control technology. One critical property of it is the support of runtime on-the-fly loading 
from a single file stored inside the OS, hence it is very easily deployed with standard installation procedures. 
However, it does not incorporate Intel VT-d or Intel TXT technologies, nor complete interrupt virtualization. 

Based on this initial work we have already done exploratory research to prove the feasibility of key 
ideas from our proposal. We have developed several proof-of-concept modules to demonstrate the feasibility 
of runtime on-the-fly VT-x/EPT and VT-d initialization, a minimal MLE (Measured Launch Environment) 
for Intel TXT integrity validations and for on-the-fly takeover of Ethernet network cards. We also demon-
strated in-lab also the incorporation of encrypted network communication. 

Our current proof-of-concept implementation has been demonstrated on four off-the-shelf, commonly 
available hardware systems, running Windows 7 and Windows 8 guest operating systems. We have tested 
several different Ethernet cards to validate multiple drivers from the Linux VM. 

While it is too early to provide reliable numbers and statistics, we can mention several preliminary 
metrics. On-the-fly loading time of our hypervisor is around 3 seconds, including the time needed to bring up 
the Linux VM. The network virtualization has around 200 Mbit/s throughput without optimizations, deemed 
to be more than enough for the targeted client scenarios. The total research codebase is around 75 KLOC, 
excluding the customized Linux kernel. 

We have not yet performed KVM device takeover, but considering our experience with Ethernet cards 
we estimate that to be technically feasible. The Intel TXT based integrity attestation proof-of-concept has 
been demonstrated on client level, without including any server side part. 
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4.4. Limitations. Possible advanced attack scenarios 

Being focused on applied research, we must consider deployability and usability. Here we find a huge 
gap between various target audiences: although some of the key technological elements can be the same in 
home user, corporate and military scenarios, there are significant differences also. Home users would never 
accept to deploy on a massive scale a technology that needs reimaging from zero their system. They need 
easy and fast ways for deployment and very simple utilisation. At the other end of the spectrum, military 
needs maximum security, minimizing and mitigating every conceivable risks and attack vectors. We must be 
keep in mind those two extremes while analysing the strength and weaknesses of our proposal. We must 
stress, that most of the following limitations and possible attack scenarios do apply to existing commercial 
client security solutions and the vast majority of published research work, especially from the academia area. 
In spite of this, such aspects are usually left out or disconsidered, often generating a biased image. 

We identified three important limitations of our proposal. First of all, in the current form we have no 
data persistence. Users working in the secure environment have no means of saving locally their files and 
any critical data. As we outline in Section 5.2, we aim to do further exploratory research on this topic. 
Secondly, the integrity attestation must include hashes covering the measurement of firmware code also, like 
BIOS / UEFI or SMM code for example. There is an inherent limitation regarding firmware updates, which 
can render the hypervisor and the trusted VM non-loadable due to hash changes. Thirdly, when switching to 
the trusted environment, either due to inherent differences between the physical and the emulated devices, or 
because of loss in the intermediate state of the physical devices and drivers, some existing applications might 
fail to continue without interruption until the trusted environment is closed, e.g. consider a game running on 
the client, dependent on the graphics adapter, or an application missing several network data packets. 

There are numerous further attack techniques and scenarios to consider, while we are evaluating the 
security of a client. The following list is not exhaustive, but shall nevertheless be a solid starting point for 
any meticulous evaluation. We skip the ones already mentioned in Section 2.3 and focus only on client side 
attacks that can still, at least theoretically, affect clients protected by an implementation of our proposal. 

Because we use runtime on-the-fly loading for the hypervisor instead of loading it before the operating 
systems starts, a kernel malware can attack our loader component (winguest). This way, they can perform a 
denial-of-service attack against us. We stress that such attacks can prevent the starting of our solution, but 
cannot steal our credentials or access confidential data. The solution is either loaded completely, with its 
integrity validated, or will fail to load at all. 

Client systems can be physically stolen (actually, this is noticeably frequent even for government 
laptops). In such cases an attacker must break existing security measures (BIOS password, system password, 
hard disk password or encryption) before can try to launch the trusted environment. If he succeeds, he must 
brute force our credentials in order to retrieve any TPM sealed-in secrets. On the other hand, if he tries to 
connect to the server (we don’t have local persistence for critical data), the server requires valid credentials, 
not only attested integrity, having the option to deny access after a few unsuccessful attempts. 

Vulnerabilities in the OS kernel software network stack can lead to the compromise of the trusted VM, 
if an attacker can deliver an exploit, e.g. by a malformed network packet. This can be mitigated by isolating 
further the network drivers and the complete network stack into a third dedicated virtual machine. In this 
way, a successful attack doesn’t end with a compromise of our credentials or critical data, but still allows the 
attacker to perform MiM or DoS scenarios. This approach is well illustrated by Qubes for example. 

Although out of our control, especially in critical applications we shall not disconsider possible bugs 
and vulnerabilities in the CPU and / or built-in hardware virtualization technologies. Modern processors have 
numerous known small bugs and glitches. Some of them are fixed by microcode updates, and most of them 
carry no security impact at all. However, occasionally significant bugs are found that can allow an attacker to 
perform privilege escalations or to bypass critical security technologies. Wojtczuk et al. demonstrated [128] 
several software attacks against VT-d and against Intel TXT also [126]. There have been disclosed vulnera-
bilities that allow malware to crash the system [134] or vulnerabilities [138, 23] that allow a local authenti-
cated attacker to perform operating system privilege escalation or a guest-to-host virtual machine escape. 

Vulnerabilities in system firmware, like SMM or UEFI code can also lead to compromised clients. This 
has been demonstrated by Wojtczuk [127] and Duflot [21]. To mitigate such attacks one needs to virtualize 
also SMM mode, however today this is fully supported on AMD platforms only. 
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One of the key advantages of a hypervisor is the very low exposed attack surface. This however does 
not mean that a small attack surface (e.g. hypervisor  VM interface) is necessarily bulletproof. There have 
been several successful guest-to-host escape vulnerabilities demonstrated on commercial hypervisors [40]. 
Risks can be minimized by thoroughly reviewing and validating the interface. We also stress again, that this 
attack surface is significantly smaller than the attack surface exposed by conventional OS and applications. 

Vulnerabilities in device firmware (e.g. network cards integrating vPRO and Intel AMT, but not only) 
have been underlined to be highly dangerous by Tereshkin [115] and Duflot [22], allowing remote, silent and 
practically undetectable compromise of systems. One mitigation of such attacks can be the isolation of the 
network cards inside a separate network dedicated virtual machine. Another mitigation can be the usage of 
non-vPRO/AMT network cards along with the proper refresh of the firmware from a trusted source.  

Related to firmware based attack, one shall also evaluate the possibility of hardware backdoors, as 
exposed by Skorobogatov [101] and Brossard [10] among others. While unlikely to be a frequent issue in 
commercial applications, there are no known generic and efficient mitigation measures. 

During ACPI S0 S3 (sleep) and S0 S4 (hibernate) transitions [135], by the very design of the Intel 
CPUs and of the TXT architecture, a hypervisor must give over the complete control of the CPU and of the 
hardware devices (at wakeup, execution will resume in 16 bit legacy real mode). We consider this to be not 
only a very nasty limitation, but the exposal of a significant attack surface. A secure hypervisor shall either 
deny completely such sleep state transitions, or completely unload itself and scramble the content of physical 
memory before entering sleep states. 

Cross CPU core cache related side channel attacks have been demonstrated by numerous researchers, 
including Zhang [132] and Bangerter [6]. Such attacks can be used to either steal encryption keys or to 
directly access confidential data. Partial mitigations for such attacks is the storage of the encryption keys 
inside the registers of a CPU core or to completely reserve a CPU core for the trusted VM. Alternatively we 
can completely suspend the execution of the host OS while the trusted environment is running. 

Cold boot attack can be used to retrieve not only encryption keys, but also to directly retrieve critical 
data from memory, as demonstrated by Halderman [37]. A partial mitigation for this can be the storage of 
encryption keys in CPU registers only, but decrypted data still can be accessed if system power is cut off 
before leaving the chance for the hypervisor to scramble the memory (we shall note also, that Intel TXT 
foresees surprise reboot scenarios using a special in-chipset bit, that requests the firmware to scramble the 
whole system memory if the last before-reset TXT session was not successfully closed). 

At least theoretically, we shall consider a scenario when at install or load time we are running already 
inside a virtualized environment, e.g. a hypervisor level rootkit, supporting nested virtualization above. We 
consider this extremely hard to be done, as all technological elements, including VT-x/EPT, VT-d, TXT and 
the TPM chip must be properly virtualized, not only the basic VT-x extensions. Among other, Rutkowska 
[89] demonstrated hypervisor level rootkits, without however a complete technology emulation. Even the 
latest commercial Citrix and VMware products are still providing nested virtualization that is not feature 
complete. There are numerous hypervisor level rootkit detection techniques known in the art, as described by 
Lawson [64], Lauradoux [63] or Zovi [133]. 

Care must be taken with device virtualization to clear or scramble all device buffers and caches (e.g. 
network ring buffers, video RAM) while closing a trusted VM, before the client’s OS regains control of the 
hardware devices. Dunn described cases when images and data where successfully recovered [24] after 
confidential browsing sessions ended. 

To avoid disabling Intel TXT or performing TPM takeover from within the operating system (there are 
system management tools, like Dell Client Configuration Toolkit [19], that allow such operations to be 
carried out by administrators or a malicious script), systems must be password protected. It is yet to be 
answered if and how easily could an advanced malware crack such protection in a silent way. Nevertheless, 
we consider that the inclusion of management features that allow scripts to reconfigure BIOS / UEFI settings 
from within the OS is wrong by design, being the sacrifice of security for the sake of manageability. Beside 
this, being at hypervisor level we can deny any illicit BIOS update or reconfiguration. 

An advanced Trojan running on the client’s system might try to perform meticulous social engineering 
attacks in order to persuade the user to give away its credentials. Such malware can try to imitate the UI and 
the user experience of loading and running our hypervisor and the trusted VM. We shall note, that such 
attacks are limited to credential theft only, as they would be denied access to confidential data by the server 
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due to the lack of valid attestation hashes. A mitigation for such attacks can be the inclusion at install time of 
an encrypted, user specific personal image, sealed down using the platform’s TPM. Such images can be used 
to visually confirm the user the authenticity of the exposed interface. 

We must also consider the security impact of accessing from the trusted environment of documents or 
applications containing exploits or malicious code. A client incorporating third-party software or consuming 
third-party data (e.g. opening a malicious PDF or browsing of a website showing exploit-containing 
advertising images) might be easily compromised. The source of such data can be numerous, including other 
clients, the server itself, an USB stick (if allowed), the Internet (if open browsing is allowed) and so on. Such 
attempts can be part of advanced multi-stage attacks. The mitigation of such risks can be various, according 
to the specific usage of the client and the nature of the data. For some cases, strong hypervisor enforced per-
process isolation can be used, as done by Bromium for example [12]. In online banking scenarios we can 
rely on a single preloaded known-to-be-safe browser and built-in certificates and URLs. For highly critical 
applications, no more than ‘old typewriter style’ information reviewing shall be allowed (e.g. plain text files 
in a very simple viewer; similarly, only very basic e-mail systems can be truly safe). 

Hardware keyboard loggers, electromagnetic sniffers are much more efficient and easily available than 
average person would presume. They have been showed by Barisani [7], Vuagnoux [119], Kuhn [60] among 
many others, to be very effective in stealing not only credentials but critical data also, like secret e-mail 
messages as we type them into the system. The capturing and reconstruction of video output based on 
electromagnetic emissions of modern LCD is also practical, as demonstrated by Backes [4] for example. 
While such attacks and information thefts are easily carried out by a skilled person (or teams specialized on 
espionage), the mitigation of them is particularly difficult in most scenarios. Some initial mitigation steps can 
be the usage of so called TEMPEST-proof clients and the avoidance of direct power cable or cooper based 
network connections, e.g. using only interchangeable batteries and optical network cabling. Offering 
mitigation for some of the related issues, Grawrock argues [35] for the usage of trusted USB peripherals. 
They include cryptographic processors inside each device and require appropriate key setup to ensure trusted 
input channels between the peripherals and the drivers running inside the system. Electromagnetic attacks 
stand as a proof for our strong believe, already stated in Section 1.2, that the strength of a security solution 
can be measured only relative to the time and resources needed to be invested into an attempt to break it. 

There are many other aspects and best-practices that needs to be considered while trying to ensure the 
security of client system. However, to detail them would exceed the scope of this paper. We also need to 
acknowledge and consider also that there is a valid criticisms regarding privacy issues and concerns related 
to TPM [143]. One fundamental issues here is, that clients must trust the TPM chip manufacturer, because 
the private keys are sealed in at manufacturing time [90]. It would be quite easy for a manufacturer, forced or 
not by authorities, to retain a list with all private keys and to give over them to third parties. At least for 
military applications, there is an open possibility to manufacture their own TPMs. 

5. CONCLUSIONS 

5.1. The value of our proposal. Possible applications. Contributions 

We are confident that our proposal can provide much greater security in numerous usage scenarios, 
avoiding identity or critical business data theft, preventing leakage of credentials and ultimately saving time 
and money for home users, big enterprises and government consumers also. We strongly believe that our 
approach can be used on wide variety of desktops and laptops, widely available today. A key advantage of 
our proposal is the ease of deployment. Being simple to install and integrating well with existing Bitdefender 
anti-malware solutions, we have the potential to reach tens of millions of clients. What we propose is not 
unprecedented in term of technology, but our approach can make a paradigm shift across widely deployed 
security solutions, delivering instead of traditional software-only methods a new, hardware-enforced security 
solution for the masses. We believe this to be a significant step ahead. 

While theoretically not bulletproof, our proposal significantly raises the cost of an attack along with 
greatly reducing the attack surface, in comparison with nowadays widely deployed and used, mass market 
approaches. It has the strength to protect clients against an impressive range of advanced malware and attack 
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techniques widely used by cybercriminals. On top of this, it has the potential to provide guarantee for service 
providers not only of the identity, but also about the integrity of clients connecting to them over network. 

One notable contribution of our paper is the brief technical review of a wide range of real-life attack 
techniques impacting the security and integrity of client systems, paired with another review of numerous 
limitations and remaining possible attack methods after our proposal is fully implemented. We feel that a 
considerable share of published research work has limited real applicability, in part because of the lack of a 
proper evaluation of state-of-the-art security attacks and their implications. There is a considerable difference 
between real-life, market and ideal laboratory realities. 

We estimate the first complete implementation of our proposal to be a highly secure online banking 
application, having huge potential impact, including significant direct and indirect cost savings both for 
clients and financial institutions. According to a 2011 analysis and forecast done by the French National 
Gendarmerie [122], in this decade we are going to see mass theft of banking, financial, or card information, 
all exceeding many times in impact and cost classic criminality / burglary. We are already on the verge of it. 
A 2012 Symantec study [109] estimates, that during 2012 alone 556 million adults worldwide experienced 
some form of cybercrime. Given this real-life context, our proposal has vast inherent value and a significant 
market potential. 

The possible practical applications of our proposal are by far not limited to secure online banking. A 
hypervisor and Intel TXT based solution can be the cornerstone for working environments that provide 
secure e-mail or secure video conferencing for example. Such a setup can be used to create trusted working 
partitions in BYOD scenarios, or to permit employees to remotely access and control critical infrastructure in 
a very secure way. We strongly believe that our approach has significant applicability in numerous military 
and government areas also. 

5.2. Future research. Next steps 

In the months to come, we aim to focus research on creating a feature complete secure online banking 
solution prototype. This shall be the first complete and full scale validation of our proposal. To do this, we 
still need to validate at proof-of-concept level the technical possibility to fluently and safely take over from 
the OS, on-the-fly, all KVM devices. A related research area we would like to explore comprises the ability 
to do non-concurrent sharing of hardware resources between a common and a trusted partition, using fast 
VM switching, similarly with the methods proposed by J. Sun et al. [147] and K. Sun et al. [148]. 

We would like to extend our research efforts with the inclusion of some mechanisms that permit 
limited persistence for user data (e.g. emails, documents received by the client in trusted VM). One way to 
achieve this is to save all data in encrypted form to the untrusted VM, then store for all files a corresponding 
hash in a meta-file, which in turn is encrypted and sealed into the TPM. 

We also plan to do exploratory research and feasibility evaluation for several of the remaining attack 
strategies presented in Section 4.5, like cold boot or firmware based attacks. It will require a great effort to 
collect and summarize in all those attack directions the most reliable information and know-how about the 
latest advancements. However, we feel this is essential in order to maintain an edge over our adversaries. 

In the mid future we plan to extend our research efforts to include also cryptographic evaluation and 
hardening of the communication channel and the integrity attestation mechanisms. For this, we are already in 
talks with an academic cryptography research team. 
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This paper proposes a novel data protection method, whether we are talking about data transmitted 
over the internet, or just archived and stored on a disk.  The proposed method allows the owner of the 
data to store secret information inside and archive and also enables him a degree of deniability 
regarding its existence. This approach can be useful in situations when the owner of the data is 
constrained to reveal secret information. The proposed method enables the encryption of two different 
files which are then added to the same archive. Considering that one of the files contains secret 
information the user has the option of decrypting one of the files, while plausibly denying the 
existence of any other data inside the archive. This goal is achieved by adding random padding data 
which cannot be distinguished from encrypted data. As an additional protection method, after the 
encryption step, the data is split into multiple sections, which are scrambled according to a given key.  

Key words:  Confidentiality, Privacy, Cryptography, Plausible deniability. 

1. INTRODUCTION 

Protecting data against attacks is a very important subject which has been the focus of numerous 
research efforts. It is still a very active field, as researchers continue to improve data security. This goal can 
be seen as a combination of confidentiality, integrity, availability and authenticity.  

The continual evolution of communication technologies, as well as the increase in the amount of data 
transmitted over the internet, require increased security. In this situation the main solution to ensure this 
degree of security involves cryptography techniques. This is a good solution to ensure the fact that an 
external attacker is not able to access the secure data. The choice of the encryption algorithm is also very 
important and we need to ensure that it is difficult to break. There are however situations when this is not 
sufficient, either from the fact that an attacker with sufficient time and computing power might break the 
encryption, or the owner might be constrained through other means to reveal the secret key. There is 
therefore a need for a mechanism which will enable the owner of the data to be able to plausibly deny the 
existence of any secret data in the archive. Without such a mechanism any encryption becomes useless if the 
holder of the secret key can be forced to reveal it.  

One of the approaches used to achieve this goal is steganography. While encryption can be used to 
transform the data into something which cannot be understood, steganography can obscure the actual 
existence of the secret data. For example, one of the most common methods in steganography is called “LSB 
insertion” and it is used to hide secret messages into images. The priciple of this method is based on the 
modification of the least significant bit from the 24 bit reprezentation of each pixel, to form a secret 
message.Since only the least signinficant bit is modified the difference in the image will be minimal and the 
secret message will only be read by someone who knows of its existence.   

The proposed solution combines steganography methods with encryption in order to hide a secret 
message inside and encrypted archive. Using this solution an attacker may decrypt the data inside the 
archive, without realizing that there is another hidden message. 

This paper is organized as follows. Section 2 describes similar research efforts, with an emphasis on 
deniable encryption solutions. Section 3 describes the proposed solution and the structure of the resulting 
archive., Section 4 presents the algorithms which were used, as well as the operation which are performed in 
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order to ensure data confidentiality. Section 5 contains experimental results using the proposed solution and 
Section 6 concludes this paper and outlines directions for future research.  

2. RELATED WORK 

There are many research efforts which handle data confidentiality. One such solution is covered by the 
Deniable File Systems (DFS)[1]. This refers to file systems which can hide a small part of itself. It differs 
from classic Encrypted File Systems through the fact that the folders and files are not visible. [2] However, a 
disadvantage of the Deniable File Systems is the fact that it covers the entire partition or file system. It is not 
very useful if the user only wishes to hide a small secret message inside another file. StegFS [4] is also a file 
system which is able to hide the existence of different sets of data. It is actually an extenion of the Ext2fs file 
system for linux and the data can be encrypted as part of different security levels. An attacker would not be 
able to know if he has discovered the secret keys to all the security levels.  

Another solution to ensure data confidentiality is TrueCrypt [3]. It falls into the category of Deniable 
File Systems, which we mentioned earlier. It is able to use different cryptographic algorithms, such as AES, 
Serpent, Twofish and others to encrypt in real-time an entire disk or a partition. It can also offer plausible 
deniability through the creation of a hidden disk partition, which is kept inside a visible partition. It has 
however a number of security vulnerabilities [3] and it is also difficult to configure.  

A basic solution for deniable encryption is presented in [5]. It is however difficult to implement and 
use. Most other solutions have used the term “plausible deniability”, which brings it closer to steganography 
through the insertion of secret data inside encrypted files.  

3. OVERVIEW OF THE CONFIDENTIALITY SOLUTION 

The goal of the solution is to provide a way to maintain the confidentiality of archived data. The use of 
random encrypted data blocks is not new. In most algorithms the encrypted information is divided intro 
blocks of fixed size. For example, in the case of the AES algorithm, these blocks of data have 128 or 256 
bits. Since the data that we need to encrypt is rarely of a size multiple of the block size, we are forced to use 
padding. The solution presented in this paper is based on the insertion of hidden data inside this padding 
when creating an encrypted archive.  

The proposed solution is able to encrypt two different files, each with its own encryption key, and 
place them inside a single archive. One of the files can contain sensitive secret information, which the user is 
trying to hide. The other one may contain less sensitive information, which the user may reveal in order to 
obscure the existence of the first file. There is a compression phase when the two files are combined so as 
not to arrouse suspicions regarding the size of the encrypted output. Padding containing random data is also 
added to further obscure the real information. The difference in size of the final archive may therefore be 
blamed on the padding.  

Let us consider the following scenario. A user following this solution may encrypt a file f1 of 800KB, 
and another file f2 of 200KB containing sensitive information. Considering a padding of approximately 20% 
the resulting encrypted file will have a size of 1200KB, without compression. If the user is forced to reveal 
the secret key to decrypt the data, he may only reveal the key which decrypts file f1, while blaming the 
difference in size on a larger padding than the one which was used. The existence of the second file, f2, 
therefore remains hidden.  

The structure of the output file is shown in Fig.1. Upon analysis the archive will look like a single 
block of encrypted data. The choice of the AES cypher[6], using 128b or 256b will be sufficient to 
discourage brute force attacks.  

The internal structure of the file can be divided into 3 useful parts: the header(1) containing 
identification data, offsets and encryption parameters, the padding(2) and the encrypted files(3). Another 
goal of the proposed solution is that the output should present itself as a single block of data, making it 
difficult for an attacker to distinguish its components from the padding. 
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Fig. 1 – Structure of the output file. 

3.1. The header 

The header is a very important part of the archive, since it contains information describing the way that 
the rest of the data should be interpreted. The header also contains some padding, as to make it difficult for 
an attacker to identify its elements. The total length of the header is 256B.  

 

 
Fig. 2 – Structure of the header. 

The header contains the following information: 
– Salt & counter. The salt is a random generated number which will be added to the encryption key, to 

increase the difficulty of dictionary-based attacks. The counter, or Iteration counter also helps improve the 
security level of the encryption. These values are visible to an attacker and they are placed at the beginning 
of the header.  

– Two data blocks Data_H1 and Data_H2. Each of these contains the offset and the size of the two 
encrypted files. Their positions inside the header are dependent on the encryption passwords by using and 
MD5 or SHA-1 hash functions. This blocks are placed at positions determined based on the passwords for 
each file.  

Considering that we are dealing with integer values for the above information, the useful data in the 
header is 32B. The rest is padding, made up of random bytes. An attacker should have no way of 
distinguishing between the useful information inside the header and the padding.  

3.2. The encrypted data 

As seen in Fig.1, the archive should contain the two encrypted files. To increase the security of the 
solution the encrypted files will be split into blocks of fixed size and shuffled. Since a fixed shuffle scheme 
would have been trivial to undo, we used a key-based shuffle. The secret keys used for encryption are also 
used to guide the shuffle operations.  

This approach also means that there is no need for any other secret keys, besides the two ones used for 
the encryption of the two files inside the archive.  

4. STAGES FOR INFORMATION STORAGE AND RETRIEVAL 

Fig. 3 shows the order of the operations which the user needs to perform during the data storage and 
retrieval phases. In the first row of the figure we have the stages needed to create the archive containing the 
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two encrypted files. On the bottom row we have the same stages in reverse order performed to retrieve the 
original data. Based on which of the two passwords the user decides to use, he will obtain the data for the 
first file or the second one, containing more sensitive data.  

The actual compression step is simple but necessary in order to prevent the attacker from drawing any 
conclusions based on the size of the output file. Based on empirical evidence we decided to place the 
compression step at the beginning of the operation flow. This way the initial data has less entropy than the 
encrypted one and therefore the compression ratio is also slightly larger in most cases[7].  

 

 
Fig. 3 – Operation flow for information storage and retrieval. 

The actual compression step is simple but necessary in order to prevent the attacker from drawing any 
conclusions based on the size of the output file. Based on empirical evidence we decided to place the 
compression step at the beginning of the operation flow. This way the initial data has less entropy than the 
encrypted one and therefore the compression ratio is also slightly larger in most cases[7].  

The encryption is also a very important step to ensure the security of the stored data. Since encrypted 
data is indistinguishable from sets of random bytes, this step also means that the attacker will have difficulty 
distinguishing between the encrypted files and the padding. However, this is also dependent on the ability of 
the random number generator to create strings with high entropy. Here the degree of security depends mostly 
on the algorithm used. We chose to use for our implementation the AES encryption algorithm, using a block 
size and key size of 128b, which is currently considered to be secure[6]. 

4.1. Key-based permutation 

As an additional security measure, the entire data block is divided into blocks of the same size, which 
are then shuffled. The actual permutation is based on a key derived from the passwords used for the 
encryption and the number of blocks that the data has been divided into. The permutation we used is based 
on the algorithm presented in [8].  

This permutation can be divided into three steps: 
1) Initialization of the permutation key. Considering that the data we need to permute has been divided 

into N blocks we need to create a vector of the same size which will be the permutation key. Each element of 
the permutation key will be filled according to the ASCII value of a character from the password.  
Considering that the password which we use has a number of characters n<N we are left with a number of N-
n positions in the key which we need to fill. This is done by adding two adjacent values and inserting the 
result on the first position. Afterwards, the values of the permutation key are brought into the interval [0,N). 
Considering that the character of the password has an ASCII value of X, the value of the element of the 
permuation key will be X mod N. This step ends when all the N positions of the permutation key have been 
filled.  

2) Elimination of duplicates. If there are any duplicates inside the permutation key then the first value 
will be kept unchanged and the rest will be replaced by the value 0. 
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3) Filling the blanks. All the values of the permutation key must be brought into the interval [1,N]. All 
the values of 0 will be replaced with values which are not already present in the permutation key, starting 
from both ends of the key. This step ends when all the elements of the permutation key belong to the interval 
[1,N]. 

An example for the creation of the permutation key, based on the password string “parola”, for a 
permutation of 10 blocks, can be seen in Fig. 4.  

 

 
Fig. 4 – Example of the creation process of a permutation key. 

The permutation is useful because it adds another level of protection for the data. An attacker would 
not be able to analyze the cyphertext until he has reversed the permutation. Since the permutation scheme is 
based on the passwords for the files it also does not require any other secret key from the user. After the end 
of the permutation stage, the result is the final form of the file containing the secret information. The process 
of retrieving the stored information is identical with the storage operations which we described in this 
section, but the necessary stages are executed in reverse order.  

5. EXPERIMENTAL RESULTS 

We tested the proposed solution using both text and binary files of different sizes. Our objectives were 
to validate the proposed solution and to evaluate it based on its performance and the size of the resulting 
archive. We were able to embed the two encrypted files of sizes between 100kB and 150MB into the archive, 
 with padding between 10% and 30%, and also recover them successfully using the two passwords.  

Regarding the performance of the proposed solution, we tested the required time for the each of the 
three main stages: the compression, encryption and permutation. 

Fig. 5 and Fig. 6 show the dependency between the size of the files and the time needed for the data 
storage stages. Since there was a very large difference in the order of magnitude between the storage of very 
small files (1kB–100kB) and larger files, we chose to split this graph. Fig. 5 shows the performance for 
smaller files, upto 1MB, while Fig. 6 shows the same performance measurements, but for the experiments in 
which we used files between 1MB and 150MB.  

We can see in these experiments the expected increase in processing time. However, considering that 
even for files of 150MB, we can see that each phase lasts less than 15 seconds, it is definitely slower than a 
simple compression or encryption. In total, for the largest experiment, the application would need 30 seconds 
to complete all the stages described in the previous sections. This should not be a problem for the user, since 
our solution is intended for the archival of sensitive data, not for data which is needed very often or data 
which is constantly updated. 
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Fig. 5 – Performance of the storage operations for small files. 

Fig. 6 – Performance of the storage operations for large files. 

During our experiments we also found that the performance measurements were symmetrical. The 
measured performance was the same when we stored a set of files as when we retrieved them. This makes 
sense because they are basically the same operations, only executed in reverse order.  

In Fig. 7 we represented the relative time needed for each stage of the proposed solution. It is evident 
that the permutation and the compression stages take the most time, while the encryption is highly variable, 
as opposed to the other stages.  

Another important factor in our experiments was the size of the resulting archive. We needed to be sure 
that an attacker would not be able to discover the fact that there is any hidden data based on this information. 
We considered the following scenario. We inserted into the archive two files of different sizes, based on the 
algorithm described in the previous sections. In this case, the smaller file containing sensitive information is 
much easier to hide inside the archive, without raising any suspicions from an attacker. The difference in size 
could be attributed to the padding. 
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Fig. 7 – Relative performance for each stage. 

 
Fig. 8 – Relative increase in size for the storage of a 1MB file. 

Fig. 8 shows the results of such a scenario. We considered a 1MB file which we needed to hide. The 
purpose of this set of experiments would be to find which would be the appropriate size of the second file 
inside the archive, so that the attacker would not be aware of the existence of the secret information. For this 
experiment, if we hide a 1MB file containing sensitive information, along with 5MB of data for the second 
file, we can see that the difference in size would be under 20%. We consider this to be the limit granting the 
user plausible deniability to the existence of the sensitive information. Any difference in the size of the 
archive below this limit could be considered to be a part of the padding.  

6. CONCLUSIONS AND FUTURE WORK 

In this paper we presented a solution to increase data confidentiality by creating an archive which 
contains an encrypted file, as well as a second hidden file, encrypted with a different key. The user is 
therefore granted plausible deniability regarding the existence of the second file. The security of the solution 
is directly dependent on the security of the encryption algorithm. For this solution we used the AES cypher 
which is currently considered secure.  
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We also added an additional level of security through a key-based permutation of the resulting archive 
after the encryption step. The role of this step is to further increase the difficulty for an attacker to analyze 
the archive and find the hidden data. Therefore, if the user is forced to reveal the password he can just 
decrypt the first file and an attacker would be unaware of the existence of any other useful data inside the 
encrypted archive. Any difference in size due to the existence of the second encrypted file could be blamed 
on the padding. 

As future work we intend to further improve this solution. One direction would be to increase the 
number of tests and to see if we can increase the security of the hidden data, either by improvements for the 
storage and retrieval algorithms, or through the use of different methods for the random number generator, 
permutation or cryptographic algorithms. Another direction for future work could be the investigation of the 
actual storage methods for such confidential data. Since Cloud storage services are becoming widespread, 
there is a need to improve the security of such data and to make sure that the users can trust that their data is 
not accessed by any unauthorized entitites, even if they do not have direct control over the storage 
environment. Ensuring data confidentiality is a very challenging subject, which has the potential to improve 
many security systems, as well as the usability of existing storage solutions. 
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This work reviews some important issues in natural computing that are of interest for cryptology. In 
particular we focus on our recent results in defining a particular class of hybrid cellular automata 
(HCA) with 5 cells neighbourhood as discrete-time chaotic maps, with very good cryptographic 
properties. Such structures are better alternatives to other chaotic maps since they are using the 
hardware resources with a maximal efficiency and have no transient times associated to the 
convergence to the main cycle.  Based on the algebraic normal form (ANF) representation of the 
HCA-rule it is proved that our HCA are in fact nonlinear feedback shift registers NLFSR, recently 
gaining increasingly interest for cryptographic applications (such as stream ciphers). It is shown that 
the FPGA resources are optimally allocated as a consequence of using the ANF representation of 
cells.  
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pseudo-random number generators, algebraic normal form 

1. INTRODUCTION 

Cryptology applications may be successfully approached by applying certain natural computing [1] 
techniques. Particularly, in this work we focus on a particular class of nonlinear dynamic systems inspired 
from nature; namely, the cellular automata. Cellular automata fit in the more general network model 
represented in Fig.1. At its very fundamental level (mathematical description) the network is a nonlinear 
dynamic system. Cells are associated with state variables (scalars or grouped in a vector structure) while 
connectivity links represent (nonlinear) functional relationships between states. These functional 
relationships include a certain number of parameters (the cell’s gene in Chua’s parlance [2], depicted as wij 
on links in Fig.1). Finding these parameters (as well as the functional expressions) such that the model fits 
specific goals represents the design tasks. For instance, two goals may be of interest in cryptology:  

i) Designing a network capable to generate pseudo-random sequences that are difficult to decode in 
case of attacks (in this case genes are tuned such that in the end the network respond properly to certain 
batteries of tests [3]. Often the nonlinear network is designed such that it generates chaotic sequences 
[4][5][6] but more traditional models such as linear and nonlinear feedback shift register (NLFSR) [7][8] and 
cellular automata CA [9] also fit in the same category;  

ii) Using partially available information from encrypted messages (as an intruder) and consider the 
nonlinear network as an adaptive one (e.g. using neural network paradigms) that is eventually capable to 
“decrypt” the structure behind a pseudo-random generator or a more sophisticated cryptographic system. 
This second goal is grounded on Takens’s embedding theorem [10] and further methods built upon it (for 
instance [11]). Takens theorem allows the creation of hidden state variables in a network model based on a 
limited (but large enough) set of past observations. Since the accuracy of the model is better for lower 
number of state variables in order to avoid decryption based on Takens theorem, an extremely large state 
space for the cryptographic sequence generator must be considered. From this perspective the low (1-
dimensional) logistic map (with no delay between transmitted samples, or other scrambling methods) is very 
fragile against attacks using Takens theorem [4]. On the other hand cellular automata CA were recognized as 
very good dynamic networks to generate cryptographic sequences since the number of their cells can be 
chosen as an arbitrarily large one.   
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Fig. 1 – A natural computing approach to problems in cryptology: 
a) generating good pseudo-random sequences to be exploited in 

cryptosystems; b) to identify and replicate cryptographic systems 
(attack problems) based on consecutive observables from an 

encrypted transmission (real-world crypto-system). 

Fig. 2 – General structure of a nonlinear map in a digital 
implementation (discrete-time, finite precision) and the main 

concepts associated with it. 

Mathematically, the nonlinear dynamic network is an ordinary differential equation (ODE) in the case 
of continuous time or a finite difference equation in the case of discrete time. In the next, we will focus only 
on discrete-time systems associated with their digital system implementations, ensuring reliable reproduction 
of identical networks as needed often at both transmitter and receiver.  

In this paper, recent results on identifying a large class of cellular automata with good cryptographic 
properties are exposed. Such systems may be further used in various cryptosystems as pseudo-random 
number generators. First, in section 2, a general model for the nonlinear dynamical system is presented using 
discrete-time and finite precision representation of state variables. Several performance descriptors are 
reviewed and introduced. Particularly we will stress on conservative systems (i.e. without transients) with 
maximal length cycle and good randomness (an equivalent of chaotic behaviour for the case of finite state 
space and discrete time). Section 3 presents basic notions of cellular automata, introducing the hybrid 
cellular automata (HCA) with 3 and 5 cells neighbourhoods. In Section 4 a methodology is given for 
representing local rules in algebraic normal form (ANF) and for the identification of all nonlinear HCA 
(HCA NLFSR) with very good cryptology properties. Properties and conclusions are also included here.  

2. DISCRETE-TIME NONLINEAR DYNAMICAL SYSTEMS AS CHAOTIC MAPS, 
PERFORMANCE DESCRIPTORS 

In the general case, a discrete-time nonlinear dynamic system is given by equation: ( ) ( )( )tFt xx =+1 , 
where x is a state variable.  The above is called a map and if the dynamic behaviour is chaotic the map is 
said to be chaotic. In recent year chaotic maps gained increased interest for applications in cryptology [5][6]. 
Quite often they are used to build cryptosystems where the underlying dynamical system is used as pseudo-
random number generator. A widely known example of a chaotic map is the one dimensional logistic map 
[12][13] where ( )xxF −= 1λ . From a practical perspective (digital implementation, where all state variables 
can be associated with a unique register with n bits) any nonlinear map can be associated with an automaton-
type as presented in Fig. 2. For instance, if the unique x state variable of the logistic map is implemented in a 
32-bits floating point representation the associated register in Fig. 2 has n=32 bits and the nonlinear function 
F is implemented as a combinational digital circuitry.  Often, in digital implementations fixed-point 
representations of the state variables are preferred since they ensure a better efficiency (less occupied 
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resources). In [14] an interesting comparative study of various chaotic maps using various sizes n with fixed 
or floating point implementations in FPGA is given. In [15] we show that the general structure of a digital 
implementation for a nonlinear map in Fig.2 includes cellular automata (CA) as particular case. Moreover, 
the CA have several advantages over nonlinear maps, such as the lack of transients (for certain kind of 
cellular automata called conservative CA), easiness of scaling to high dimensionality n (with direct 
implications for decreasing the probability of successful attack), better efficiency in hardware (e.g. FPGA), 
to name just a few.  More details about cellular automata as chaos generators and their design are given in 
Section 3. In the following we introduce the main performance descriptors and discuss them from the 
cryptology perspective. As a general rule, in cryptology we are interested to design systems with very long 
cycle length L (as close as possible to the maximal length i.e. nN 2= ), large state dimension n, and a 
“chaotic” character of the longest cycle, no transients, and an efficient and scalable VLSI implementation: 

Transients:  They are also called “ephemeral states” (Fig.2) since they are never visited twice during 
the dynamics of the system. Most chaotic maps reported so far have such transients and, to our knowledge 
there is no consistent theory to predict the transient length for a given system (although some useful 
computational evaluations were done in [13]). It is also clear that the initial state influences the transient 
length (i.e. the number of iterations until entering a cycle).  For cryptographic application is useful to avoid 
the existence of transients since they are not useful states and consequently their presence will diminish the 
“chaotic” cycle length (L<N) also requiring some lost cycles until entering the useful cycle. Recently [16] 
within the cellular automata framework, conservative CA was defined (it also apply to any network model in 
Fig.2) as those having the property that no state is a transient or ephemeral state. Both LFSR and NLFSR 
(linear feedback shift register) used for long as pseudo-random sequence generators have this property as 
well. The cellular automata in this paper are also conservative and consequently they have no transients. 

Cycle length (L): As seen in Fig.2 for different feedback functions F (parameters of F often represent 
the encryption key) different state space profiles are obtained. They consist of cycles of various lengths. 
Ideally, for cryptographic applications, the state space profile should be represented by a single cycle with 
the maximal length nNL 2== . In practice solutions where one very large cycle with NL ≅  coexists with 
several very small cycles are acceptable. The closest is NL /  to 1 the better. For practical reasons it is also 
convenient that a particular state (such as “all bits in 0”) is enclosed in the dominant cycle (the one with 
maximal length).  

Randomness (degree of chaos): A very long cycle is not necessarily a random one. A good counter-
example is the counting automaton (known as “counter” in digital circuit parlance). It has a maximal cycle 
length L=N but the transition from one state to the consecutive one is rather smooth, often only one bit is 
changing. Moreover, altering one bit in a counting state gives no dramatic influence on the trajectory. 
According to the classical chaos theory, a small change in the state variable must influence dramatically the 
values of the consecutive states (many different bits in our case). Since here we discuss about finite state 
space, the use of Lyapunov exponents (defined in the context of continuous state variables) is not suitable. 
Instead, in [17] we introduced a randomness measure that may be conveniently computed. It characterizes 
very well the randomness of any cycle. We are in particular interested by the randomness of the dominant 
cycle.  The measure of randomness was defined observing that in a “chaotic” automata the average Hamming 
distance between consecutive binary vector states (as given by the n cell outputs) becomes n/2 instead of 1 
for counters. Therefore, for any arbitrary cycle jC of length jL  a scattering coefficient jS  is defined by 
averaging the Hamming distances between all consecutive binary vector states in that cycle: 

( ) ( )∑∑
= =

−−=
jL

k

n

i
ii

j
j kxkx

nL
S

1 1
11  (1)

where k is  the time index of consecutive states in the cycle j.  A degree of chaos jλ  is defined such that it 
becomes maximum if 5.0=jS  and zero for the extreme, non-chaotic cases of both fixed points and period 2 
cycles (with 0=jS  and 1=jS respectively):  

121 −−= jj Sλ  (2)



 Radu Dogaru and Ioana Dogaru 4 368 

The degree of chaos may be regarded as qualitatively similar to the Lyapunov exponent used in 
continuous-state systems to characterize chaotic behaviours. In our case its largest value is 1=jλ  indicates 
the highest degree of randomness in a finite-length cycle of an automata network. 

Efficiency of hardware utilization: Such a descriptor indicates: i) how many basic devices are needed 
to implement the feedback function F for a given n and ii) how well the state space is used (i.e. the ratio 
L/N). As shown in [15] usual chaotic maps (logistic in that case) would need far more hardware resources 
than hybrid cellular automata introduced first in [18]. For instance, according to [15] in the case n=32 , 1317 
LUTs (basic logic cells in FPGA) are needed while only 32 LUTs (in general n LUTs) are needed for the 
HCA101 cellular automata. On the other hand, the HCA101 has a far better utilization of the state space, for 
example, as shown in [15] in the case  n=21, 1122097151 21 −=−== NL  for HCA with ID=101 i.e. all states 
except 1 are included in the dominant chaotic cycle (also there are no transients) while for the same size n of 
the register the logistic map with 7.3=λ  (proved to be chaotic in floating point implementations) has the 
length of the dominant cycle only 883=L  (i.e. a fraction of only 0.0004 of all states), all other states 
belonging to transients! Such results indicate why it is desirable to consider a special case of cellular 
automata, the hybrid cellular automata (HCA) instead of (classical) chaotic maps. They are conservative 
maps and have the highest degree of randomness dominant cycle.  

3. HYBRID CELLULAR AUTOMATA 

Cellular automata have a long history of their use in cryptology. Many patents dealing with cellular-
automata based cryptographic systems are issued, (first patent on this issue [19]) and their study is the focus 
of many research papers (e.g. [9][20][21]). The cellular automata model fits the general model of a nonlinear 
map implemented as a digital system, each bit of the register being now associated to one cell and the 
feedback function F is now defined as a collection of n similar local (Boolean) functions acting in a 
neighbourhood of m cells. The reason why cellular automata are so popular in cryptology is the easiness to 
scale them to arbitrarily large n (as discussed above, a large size of the state space makes cryptographic 
attacks more difficult) due to the locality of the F mapping. Among the first cellular automata types that were 
widely investigated are the elementary cellular automata (ECA) [Wolfram 1983] where the neighbourhood 
size is m=3. Randomness was then associated with the evolution of cellular automata with rule (ID) 30, also 
adopted as random number generator in Wolfram’s “Mathematica”. Consequently, Chua [16] did an 
exhaustive research on all possible 256 ECA and introduced the concept of conservative cellular automata. 
As shown, the ECA with ID=30 is not a conservative cellular automata, consequently it has the transients.  In 
[16] it is shown that CA with odd number n of cells governed by rules ID = 45 (and its other 3 equivalents 
ID = 75,89, and 101) and the complemented outputs ID = 154 (or its equivalents, ID = 166, 180, 210) are the 
only non-linear rules leading to conservative dynamics with a high degree of complexity. Independently, in 
[17] we were able to show that in addition to this property, the cellular automata with ID = 45,75,89,101 
have very good randomness properties, although the lengths of the dominant cycle are not maximal for any 
n. In addition these automata networks allow synchronization between a transmitter and a receiver with 
identical structure using only 1 bit (binary synchronization), a feature that may be conveniently exploited 
particularly in communication systems. The good randomness and cryptographic properties of CA with 
ID=101 and it equivalents is confirmed in [9] using standard batteries of statistical tests [3]. Later, in [15] we 
introduced the concept of a hybrid cellular automata (HCA) demonstrating that for a proper choice of a mask 
vector of size n (complementing the outputs of some ID = 101 cells) one can maximize L such that it will 
reach a value very close to N (thus, improving the cryptographic properties of the random number generator 
[30]). Several applications were proposed [22][23], particularly interesting is the one in [23] where such a 
HCA is used as “chaotic counter”  to scan a video sensor leading to a very compact yet versatile system 
which ensures compression, encryption and spectrum distribution at the same time and with very little 
hardware requirements. Such solutions are very convenient for low power remote sensing applications (e.g. 
surveillance etc.). As seen, instead of various parameters of the chaotic maps (e.g. the λ  parameter) in the 
case of CA or HCA maps the rule (also called ID, to be detailed next) takes the role of parameter, being 
associated with part of the key space. The masks in the HCA may represent part of the encryption key as 
well as the initial state. In order to increase the key space one needs to consider larger neighbourhoods such 
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that more IDs will be identified as useful in terms of good cryptographic properties. Consequently, in Section 
4 we discuss the case m=5 (5 cells neighbourhood) and locate many other ID (from a huge space of 232 – 
about 4 billion) to generate HCA with good cryptographic properties. Consequently the key space is 
considerably expanded than in the case of m=3 neighbourhood.  

3.1. HCA Structure 

To explain the HCA structure we consider first the case m=3 (3 cells neighbourhood). It expands 
naturally to a 5-cell neighbourhood. Fig. 3 presents two m=3 HCA automata structures that were 
successfully tested for having both good cryptographic (as exposed in section 2) and binary synchronization 
properties. Note that they can be operated in either autonomous mode (as is the case in the transmitter system 
Tx) or with one input forced by the synchronization signal (as is the case in the receiving system Rx). 

The discrete-time dynamics of the hybrid cellular automata (HCA) in Fig. 3 is given by the next 
equation, which applies synchronously to all n cells (a cell is identified by an index { }ni ,..2,1∈ ): 

( ) ( )( )IDtxtxtxCellmtx T
i

T
i

T
ii

T
i ,)),(,)1( 11 +−⊕=+  (3)

where the upper index “T” stands for the transmitting CA counter, ⊕  is the logical XOR operator and 
( )IDuuuCell ,3,2,1  is a Boolean function with 3 binary inputs (u1,u2, and u3), also called the CA (local) rule.  

A periodic boundary condition is also assumed i.e. the leftmost cell (i=1) is connected to the rightmost one 
(i=n). The binary mask vector [ ]nmmm ,..,, 21=m  can be optimized [18] (so far our programs and limited 
computational time allow up to 29≤n ) to obtain a maximal cycle length ( 12/ →= nLr ). Since there are 
many near-optimal length masks, the mask itself can be considered as part of the encryption key. There are 
many possibilities to increase the key space. The one described in detail in the next section assumes a larger 
neighbourhood and consequently many types of cells ensuring the desired properties. One possibility, 
recently investigated, is to consider an alteration of the regular cellular topology into a “small worlds” one, 
as shown in Fig. 3 (right side). Essentially the model is described by the same equation (3) where the mask 
can be removed (i.e. all 0=im ) but where the optimization of the maximal cycle length may now be 
achieved using a random search process in a space of permutations (one or more pairs of outputs are 
swapped as shown in Fig.3). The mask is now replaced by the set of swapping pairs ( )swsw ji , . The above 
equation (3) extends easily to larger neighbourhoods such as m=5 considered herein by adding 2 additional 
inputs to the cell, located on the rightmost and leftmost positions (i-2, and i+2). For any neighbourhood the 
relationship between inputs and the output local CA rule can be characterized in two different ways and 
conversion functions are available via [24]: a) Truth-Table  (TT) representation: This is the most widely 
used representation. The rule is characterized by a binary vector ],...,,[ 021 yyyY NN −−= . Its representation in 
decimal basis is called a rule identifier (ID). The output ky  is a binary number assigned to the cell’s output 
when its inputs ordered as a binary vector [ ]11,..,, uuu nn −  are the binary representation of k;  b) Algebraic 
Normal Form (ANF):  This form is described by a binary vector  [ ]NcccC ,..., 10=  (using the method in [24] a 
unique conversion from Y to C and vice-versa exists) such that its coefficients are multipliers of an algebraic 
representation on the GF2 exemplified next for the case of m=3 neighborhood:  

1237236135343312322110 uuucuucuucucukuucucuccy ⊕⊕⊕⊕⊕⊕⊕=  (4)

Note that in general (for any size m of the neighbourhood) kc  is the multiplier of a product (logical 
AND) of all input variables in a binary vector  [ ]11,..,, uuu nn −  corresponding to 1 in the associated binary 
vector representing k.  For example, in the case of m=3 (above equation) for 21015 ==k  only the inputs 
corresponding to 1 in the input string 123 uuu  are selected to be multiplied resulting in the term 135 uuc .  

The ANF representation is extremely useful for FPGA implementations since it allows a direct 
translation into a simple VHDL line describing the entire HCA structure [25]. The resulting synthesized 
structure has a very efficient use of the resources, better than reported in other works for similar automata 
[26]. On the other hand, ANF is very useful to reveal whether the automata network is a linear one (e.g. in 
the same category with LFSR and other hybrid cellular automata that are mostly reported so far, typically 
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with m=3 and rules ID=90, ID=150  [27]) or a nonlinear one (from the same category with NLFSR, recently 
gaining a lot of interest [7][8][28] as having a better immunity to attacks than LFSR). A nonlinear automaton 
has at least one term with more than 2 inputs in the ANF equation (4). 

 

 
Fig. 3 – Two structures of HCA with m=3 neighbourhood: a) left – the “standard” HCA, b) the “small-worlds” HCA  

where some of the outputs are swapped. Such chaotic counters may be operated in either autonomous or synchronized mode. 

4. RESULTS AND CONCLUSIONS 

In order to investigate the very large family of 5-cells neighbourhood automata (there are 
42949672962

52 =  different cells possible) we adopted the following strategy:  
i) a set of software tools was developed as follows: a) Matlab tools for conversions between ANF and 

TT representations; b) a Matlab tool to establish the attractor profile revealing the cycles, their lengths and 
their associated randomness for an arbitrary number of cells n (Fig. 4). This program is used during a search 
process to locate ID-s with potential for good cryptographic properties [3][30]; c) A compiled C program to 
optimize the mask in order to get a very long cycle (state “0” corresponding to all bits equal to 0 is included 
in the longest cycle) and evaluate the average number of cycles for binary synchronization (Figure 5).  
Examples are given for ID=1347465135 corresponding to the ANF: 15151 uuuuy ⊕⊕⊕= . 

Note than finding the optimal mask is a computationally intensive processes involving the running of 
long cycles for several thousands of trials. The computational complexity is ( )nO 2  and it takes about 3 
minutes for n=17 and 4 times more for n=19.  

 

  
Fig. 4 – Detecting the attractor structures  

for a given ID and mask. 
Fig. 5 – Optimization of mask. 

ii) We considered the ANF representation to describe all possible families of 256 HCA corresponding 
to 3 inputs in the 5-cell neighbourhoods and use the conversion software to calculate ID and then evaluate 
the profile of attractors keeping only the desired CA. The situations that are symmetrical with respect to the 
central cell were not considered because they can be easily recovered by simply replacing kk uu −= 6 . A 
synthesis of the results is given in the following table.  
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Distribution of inputs in the neighbourhood  ID  ANF  
[u5,-,u3,-,u1] 
8 HCAs with good cryptographic properties 

2947502160 
2779097770 
4126476810 
2863290970 
+ 4 complemented versions of the 
above 

15130 uuuuy ⊕⊕⊕=  

13150 uuuuy ⊕⊕⊕=  

35150 uuuuy ⊕⊕⊕=  

13350 uuuuy ⊕⊕⊕=  

[u5,u4,-,u2,-]  and [u5,-,u3,u2,-]      NONE  - 
[-,-,u3,u2,u1]  4043247360  

4027576560 
4279173360 
4042264560 
+ 4 complemented versions of the 
above 

23120 uuuuy ⊕⊕⊕=  

12130 uuuuy ⊕⊕⊕=  

23130 uuuuy ⊕⊕⊕=  

12230 uuuuy ⊕⊕⊕=  

[-,u4,u3,u2,-]   
equivalent to [u3,u2,u1]  
(3 cells neighborhood) 

8 Boolean functions already 
described in [Dogaru HCA] 

The above formulare where ku  

is replaced with 1+ku  

 
At a closer inspection of the ANF formulae in the above table a very interesting conclusion follows: In 

all cases the same logical functions with 4 inputs is performed namely: acbai uuuumy ⊕⊕⊕=  where im  is 
bit i of the mask and all 6 possible permutations of the indices a,b,c are possible. Further studies indicates 
that the relationship between a,b and c leading to good cryptographic HCA is: hcbba =−=−  where h is an 
integer. For instance, if h = 2 )1,3,5(),,( =cba  and all 6 permutations leading to the IDs from the first line of 
the above table. Higher values of h will make sense for neighbourhoods larger than 5. For instance, h = 3 will 
lead to )1,4,7(),,( =cba  corresponding to m=7 cell neighbourhood. For any of these possible combinations 
one may optimize masks as seen in Fig. 5. For instance ID=1347465135 has the best mask found so far 
19801 leading to L=N-1=131071. In this case as for many other masks of the large family of CA discussed 
above, the randomness coefficient is maximal, i.e. 1=λ . A detailed analysis using standard batteries of 
statistical tests reveals that all HCA from the family generated by the unique logical functions with 4 
variables have very good cryptographic properties [29] expanding similar results reported by other authors 
[9] for the elementary CA with ID=101 which also uses a form of the above logical function as local rule.  

Concluding, in this work we approach the design of good random number generators using natural 
computing concepts, mainly the one of cellular automata. It is shown that all major paradigms for 
cryptographic generators (chaos based, linear and nonlinear shift register and cellular automata) fit in the 
same unique model of a nonlinear network with a binary state vector represented on n bits.  It is shown that 
comparing with chaotic maps the use of hybrid cellular automata as nonlinear maps brings the advantage of 
an efficient use of the state space (no transients). Moreover, the case of 5-cell neighbourhood  (using cells 
with 4 inputs, such that each HCA cell will correspond to 1 basic computational element (LUT or LE) in 
FPGA technology  as already was demonstrated in [25]. The algebraic normal form was conveniently used 
for synthesis since equation (4) translates directly into one VHDL line ensuring the description of the 
underlying CA. Further research will focus on identifying all cryptographically useful HCA-NLFSR with 4 
and 5 inputs rule in a 5-cell neighbourhood. For such cells, a VHDL description is already available which 
shows after synthesis that 2 LUTs are needed for each HCA cell (doubling the necessary hardware resources 
for the same n when compared to the case of 3-inputs from the 5-cell neighbourhood). Preliminary results 
show that among cells with 4-inputs, the HCA with ID=3432828060 was found as having similar 
cryptographic properties with  the HCA family discussed above, but in addition it has this properties for an 
arbitrary n  number of cells (the other HCAs do not have the “no transients” property for even n. Such a 
property is particularly useful in applications such as [23] in addressing square image sensor that will require 
an even number n of bits. Another further open question is to develop a systematic theory for finding the 
optimal masks analytically and to explain why only a very small number (among the many possible IDs) are 
both conservative and also have good randomness properties. Such problems are recognized as open 
problems in the NLFSR research community as well [29]. 
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Directive 1999/93/EC of The European Parliament and of the Council on a Community framework 

for electronic signatures establishes a legal framework for electronic signatures and certain 

certification-services in order to ensure the proper functioning of the internal market. The legal act 

defines the specific conditions to be fulfilled by an electronic signature in order to obtain legal 

recognition. One of the key elements to create electronic signatures with legal value, the advanced 

electronic signatures, is the usage of secure signature-creation devices. Creation of electronic 

signatures using a computer is a straightforward process. As mobile devices begin to provide the same 

services as Personal Computers the creation of electronic signatures is a requirement emerging from 

the end users. This paper analyses the possibility to create electronic signatures on mobile devices and 

identifies the challenges: key generation, entropy sources, key management, and protection of the 

keys on the equipment. It identifies the current possibilities to create advanced electronic signatures 

on mobile devices and proposes a unified approach to allow the development of a standardized 

mechanism that turns the smartphones and tablet PCs into secure signature-creation devices. 

Key words: electronic signature, key generation, secure element, encryption, smartphones. 

1. APPROACH OF SECURITY ISSUES AND SOLUTIONS IN THE MOBILE WORLD 

As new technology emerges, new user typologies, mentality shifts and new concerns arise. With the 

user-centric philosophy it is easy to attract new users and with the always connected paradigm that is even 

easier to create permanent bonds to pieces of technology, even dependence to the permanent evolution 

towards complete connectivity. 

With the emergence of the new mobile platforms, started with the launch of the first iPhone, the level 

of information dissemination grew almost exponentially. This means that as we speak, a tremendous, almost 

unthinkable amount of information travels around us, using various wireless technologies. And much of this 

information is sensitive at best; part of it is business related info, maybe secret, while another part may be 

strictly personal. 

To secure all this information raises a number of specific problems, related to several aspects: 

• The user experience 

• The hardware limitations 

• The platform limitations 

• The difficulty of integrating already developed solutions 

By solving the above problems, a robust security solution adapted for mobile platforms will follow 

some general guidelines: 

• Securing the information while in transit 

• Securing the information on the device 

• Securing the device itself 

• Providing the user with tools so that he can tweak and secure his user experience 
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2. DEVELOPMENT OF SECURITY APPLICATION FOR SMART PHONES 

The difference between a PC and a smartphone is that on a smart phone you have to work with much 

more limited CPU, limited RAM memory and of course, limited SDKs and API.  

Developing security application for smart phones requires attention to details as they have a higher risk 

to be handled by unexpected users if the phone was lost or stolen. 

Developing security application on iOS and Android is also a little bit different. Android and iOS are 

two very different mobile operating systems with very different philosophy. The connection point for 

compatibility between Android and iOS application can be a portable and well tested crypto library like 

openSSL [3]. 

For the implementation of the cryptographic engine on mobile devices there are several options 

available: 

1. Use the Security APIs of each operating system (iOS Security APIs, Android Security APIs, 

BlackBerry Security APIs, etc.). This approach is recommended to develop applications for a single 

system and the strongest argument to support it is fast development time. 

2. Use the openSSL library. This approach is suitable to develop applications for maximum two 

mobile operating systems as it is simple to keep compatibility between file format, SMS, emails, 

etc. 

3. Use the openSSL library with a wrapper over openSSL and creating a SDK. This is the best option 

when developing applications for several mobile operating systems as its provides a unified 

approach for the software developer. The heaviest part lies upon the developer of the SDK. 

To ensure a high degree of cross-platform scalability of a solution, a good common and validated 

foundation is needed. This kind of foundation is represented by the openSSL libraries, which have many 

years of development and support on their side, alongside with peer and third party wide support, including 

applications, infrastructure and backbone. By using openSSL one can be sure that the product of 

cryptographic operations, by example, obtained on a platform, will be compatible with the solution 

developed on another openSSL based solution. Also openSSL provides a wide variety of tools, and an entire 

community that helps to maintain and fix possible bugs and vulnerabilities.  

On the other hand, there is no standard build configuration for openSSL to obtain libs especially for 

iPhone or Android. This means that some effort must be put in adapting the configuration files and the 

sources so that the libraries can be build, and another effort in testing the results. Also, not all the openSSL 

modules can be built for mobile platforms, and beside this, between platforms the availability for certain 

modules differs. As an example, it is more work invested in configuring the build files for iOS, but after that, 

everything works just fine, as plain C, C++ and objective C can be managed in a unitary way when 

developing for iPhone.  

On Android on the other hand, much more effort must be put in singling out modules that cannot be 

built for NDK (the Native Development Kit), and then again, additional effort must be put in interfacing the 

native part of the solution (i.e. the actual engine) by the java side. This implies extended use of JNI (Java 

Native Interface) as since Android 2.3 native support has been extended to Activity level and solutions based 

on openSSL can be created and run in an entire native environment. 

2.1. Creating electronic signatures on mobile devices 

To create electronic signatures on mobile devices it was considered the Option 3 presented above. An 

SDK, Cryu Base SDK, was developed upon openSSL providing API libraries and developer tools necessary 

to build, test, and debug security apps for mobile devices. Currently the SDK is available for iOS and 

Android and the applications developed using the SDK is cross platform interoperable (iOS, Android, PC) as 

it provides compliance with international standards. 
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Fig. 1 – SDK Structure. 

The structure of the SDK is presented in Fig. 1 and consists of: 

• Basic cryptographic functions 

o Key management, hash creation, electronic signature creation, etc. 

• Interface with other services: certificate validation, time stamp, etc. 

• Interfaces for iOS and Android operating systems 

An important element of the SDK is the interface with external secure elements that are generating and 

storing the cryptographic keys. This allows creation of electronic signature using keys stored on the 

following secure elements: 

• PKCS#11 smart card – Oberthur [5] and Feitian [4] 

o Available only for Android 

• Secure SD card with PKCS#11 interface  

o Available only for Android 

• SIM card with PKCS#11 interface 

o Available for Android and iOS 

• CAC/PIV card – Thurby [6] 

o Available only for iOS 
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Technically, the electronic signature can be created on mobile devices. Applications that are creating 

electronic signature were developed using Cryu Base SDK on both Android and iOS. An important 
constraint is represented by the portability of the secure element, the cross platform interoperability and the 

ability to be used both on a mobile device and a PC. 
From EU Directive 1999/93/EC [1] the security certifications of the secure elements is a key factor for 

advanced electronic signature creation. An important criteria here is the existence of a security certification 

for the secure element that is guaranteeing both that the keys were generated correctly, with an acceptable 
entropy level, that are protected while stored on the device, the access is controlled and the keys cannot be 

copied. Not all the manufacturers conducted such certifications but, at this moment, it is possible to use 
several secure elements to protect the keys and create the signature. 

Another option investigated was the storage of the keys directly on the mobile device. These offer 
several entropy sources and built in function to generate random material: 

• iOS - arc4random function that is also the recommendation from Apple. For a better 

entropy the following can be added: 
o current system time 

o last values of accelerometer 
o last values of the user touch positions 

• Android - the operating system provide access to /dev/random and /dev/urandom. Due 

to the fact that mobile operating systems are very rarely shut down, using the /dev/random 

mechanism is a guarantee that the entropy of our random is a very good one. 
The key generation can offer a fair security level but the keys cannot be stored, at this moment, in such 

way they cannot be copied. This is a major drawback from creating advanced electronic signatures, even if 
the access to the keys and the security of the device are protected by PIN codes and other configurations that 

allow even the wipe of the data in the event the mobile device is stolen or an attacker tries a brute force 
attack over the PIN. 

Currently the chip and smart card manufacturers as Intel and Gemalto are working to develop trusted 
chips to be installed directly on board of the mobile devices. Such chips should allow secure key generation 

and storage and, in the end, obtain industry certification allowing them to protect keys and create electronic 

signatures compliant with advanced electronic signature requirements. 

3. CONCLUSIONS 

The current capabilities of the mobile devices allow users to use them as replacement of the personal 
Computers and laptops. The demand for electronic signature creation on these devices will emerge in the 

future and the software manufacturers and hardware producers shall be prepared to answer to this. 
Currently there are several technical mechanisms to create electronic signature on mobile devices and 

some secure elements to store the cryptographic keys are available. 
There are differences regarding the interfaces a mobile device provides for connecting a secure element 

and at this moment a common secure element that can be connected on all equipment using a unique 
interface does not exist. This is a drawback that reduces portability therefore the keys cannot be used to 

create electronic signature on different flavors of mobile devices (iOS and Android) as well as on the PC. 
Several hardware adaptors and connectors are available but they have a limited lifetime as the interfaces are 

updated frequently. 
For the creation of advanced signatures the devices must obtain a security certification, either Common 

Criteria ELA or FIPS, to guarantee a sound protection of the cryptographic keys.  
Currently the manufacturers are conducting research in this area but there is not a strong trend towards 

migrating electronic signature from the PC to the mobile devices. Cryu Base SDK is an example of 

cryptographic software development kit that was created and used to develop electronic signature 
applications on Android and iOS, the mobile platforms with the largest market coverage.  

Small market size and the usage of advanced electronic signature only within the boundaries of the 
European Union is one factor that is doubled also by the adoption of alternative authentication mechanisms, 

such as OTP. Authentication is widely considered enough secure for the protection of a transaction, even if 
the integrity of the data is not guaranteed by it. 



5                                                                  Mobile Smartphones as Secure Signature-Creation Devices   377 

The adoption of the new EU Regulation [2] on electronic identification and trust services for electronic 

transactions in the internal market which aims to enhance trust and generate a wider adoption of electronic 

business can create a larger security market and generate a new momentum for extending the usage of 

electronic signature. Availability of the mechanisms to create electronic signature using user oriented devices 

is a key element for the success of this initiative. 
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Group Key Transfer (GKT) protocols allow multiple parties to share a common secret key: a trusted 
Key Generation Center (KGC) selects a uniformly random value that has never been used before and 
securely distributes it to the legitimate principals. The paper restricts to GKT based on secret sharing; 
it briefly reviews the security goals and the existing formal security models. We motivate our work by 
the lack of GKT protocols based on secret sharing that are proved secure in a formal security model. 
Most of the recent proposals only provide informal and incomplete arguments to claim security, 
which makes them susceptible to known vulnerabilities. We support our affirmation by exemplifying 
with three different types of attacks (replay attack, insider attack and known key attack) mounted 
against protocols published within the last three years. We emphasize that none of these attacks would 
have been possible against a GKT protocol proved secure in a usual formal security model. 

Key words: Group key transfer, Group key establishment, Secret sharing, Formal security model, 
Replay attack, Insider attack, Known key attack. 

1. INTRODUCTION 

Group applications have widely spread in the last years. They permit multiple users to benefit of 
common resources or perform collaborative tasks while they provide differentiate rights or responsibilities 
within the group. Group applications include text communication, audio, video or web conferences, data 
sharing or collaborative computing. Let’s take the example of a digital conference: multiple users are 
simultaneously logged in the conference environment. However, they do not all communicate between 
themselves and should not be aware of the conversations within groups they do not belong to. Usually, the 
initiator of a conference is a privileged participant who can invite or exclude other parties from the meeting.  

Security represents an important aspect for group applications. It is a challenging task to deal with, 
especially when the group size is large and the members are spread across different (location or networks) 
areas, with diverse protection mechanisms. In order to obtain the main cryptographic properties as 
confidentiality, authenticity and integrity it is usually required that the group members previously share a 
common secret group key. This is achieved as the output of a group (or conference) key establishment 
protocol. 

Group Key Establishment (GKE) protocols divide into [5], [19], [20], [21]: Group Key Transfer (GKT) 
(also called group key transport or group key distribution) protocols and Group Key Agreement (GKA) (also 
called group key exchange) protocols. In a GKT protocol exists a privileged party named Key Generation 
Center (KGC) that selects the group key and securely distributes it to the other members. In a GKA protocol 
each party equally contributes to the key generation, which should not be predetermined by any participant. 

This paper focuses on the security of GKT protocols. Next section introduces a short description of 
GKT and its comparison with GKA, then restricts to GKT protocols based on secret sharing and mentions 
some of the recent work. Section 3 reviews the informal security goals GKT must achieve and the formal 
security models designed for GKE (excluding the contributiveness goals, which regard only GKA protocols). 
Section 4 summarises the adversarial and attack types GKT should stand against. Section 5 introduces three 
examples of attacks on recent introduced GKT protocols. Section 6 concludes. 
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2. PRELIMINARIES 

2.1. Group Key Transfer (GKT) 

GKT protocols permit multiple parties to share a common secret group key. The protocol may be 
executed (concurrently) for multiple times; each execution is called a session and it is uniquely identified by 
a session id. Each session permits a set of qualified (also called authorized or legitimate) participants from 
the set of registered users to establish the common key, which should remain hidden for any other party. A 
registered user is a party who has previously registered to the KGC and with whom shares a long-lived key 
(usually a public-secret key pair the user uses for signing). 

The session key is chosen by the KGC, which must be trusted by all participants as honest in the sense 
that it selects a fresh key (a uniformly random chosen value that has never been used before). This trust 
assumption is not required for GKA, which do not demand the existence of a privileged party to select the 
key, but compute it by equal contribution of all principals. However, regardless of the GKE type, a trust 
relation is mandatory: the qualified participants to a session trust each other that none of them discloses the 
shared key. Otherwise, the confidentiality of the protocol is violated by default. 

Due to the fact that parties do not necessary have to communicate between themselves (but only with 
the KGC), the computational and transmission costs of GKT protocols are usually lower that those of GKA 
protocols. Also, the design of GKT is in general less challenging.  

Depending on the application needs or constraints (security requirements, computational resources and 
transmission costs), a GKT or a GKA protocol may suit best.  

A general mechanism for defining GKT protocols is immediate [7]: KGC generates a fresh group key 
and sends its encrypted value under the appropriate key to each legitimate participant. Hence, any authorized 
user decrypts and finds the key, while it remains secure against unauthorized parties. We have assumed that 
an authentication mechanism exists, such that the KGC or the users cannot be impersonated and the message 
cannot be modified during transmission. This trivial solution becomes inefficient for large groups: KGC 
must perform m encryptions and send m messages, where m is the number of qualified participants. In case a 
symmetric encryption scheme is used to decrease the computational costs (rather than an asymmetric 
encryption scheme), a supplementary assumption appears: each registered group member must previously 
share a secret with the KGC. 

Secret sharing is used in GKE protocols to avoid such disadvantages; in addition, they introduce 
several benefits: a convenient way to differentiate between principals power within the group, delegation of 
duties by passing shares to other participants, group authentication instead of entity authentication, cheating 
detection and simple management of group sizing using the accepted threshold [26]. Next section briefly 
reminds secret sharing. 

2.2. Secret Sharing 

Blackley [4] and Shamir [27] independently introduced secret sharing as a solution to the key 
management problem. It represents a mechanism that splits a secret into multiple shares such that the secret 
may be recovered only from authorized sets of shares. In general, a secret sharing scheme consists of three 
phases: sharing (a dealer splits the secret into multiple parts, called shares), distribution (the dealer securely 
sends one or more shares to each party) and reconstruction (a qualified set of parties combine their shares to 
recover the secret). 

The set of all authorized sets of shares in called the access structure. A secret sharing scheme whose 
access structure contains all sets with at least t  out of m  shares is called ),( mt  threshold secret sharing 
scheme; a secret sharing scheme whose access structure contains only the set of all shares is called all-or-
nothing (or unanimous) secret sharing scheme. 

Various GKE protocols based on secret sharing exist in the literature. We only remind here some of the 
recent work in the field of GKT protocols: Harn and Lin’s protocol based on Shamir’s scheme (2010) [15], 
Hsu et al.’s protocol based on linear secret sharing (2012) [16], Sun et al.’s protocol based on derivative 
secret sharing (2012) [28] and Yuan et al.’s protocol based on Shamir’s scheme (2013) [30]. We highlight 
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that even though all mentioned protocols were published in the last three years, none of them gives a security 
proof in a formal model, but rather incomplete and informal arguments of security. This leads to a high 
opportunity to reveal vulnerabilities. We emphasize that the existing work in the field of GKE protocol based 
on secret sharing scheme with formal security proofs is very limited. 

3. SECURITY DEFINITIONS AND MODELS 

3.1. Informal Security Definitions 

A GKT protocol can be considered secure if it achieves the properties that we informally recall next 
[19], [20]. We restrict to security goals that apply to GKT and do not remind specific properties of GKA, 
which are beyond the scope of this paper (such as key contributiveness or key control).  

Key confidentiality (also called key privacy, key secrecy or non-disclosure) [7], [12], [13], [17] 
guarantees that it is (computationally) infeasible for an adversary to compute the group key. The stronger 
notion of known key security [6], [29] assures that key confidentiality is maintained even if the attacker 
somehow manages to obtain group keys of previous sessions. Backward secrecy [11], [20] generalizes this 
concept and conserves the privacy of future keys regardless the adversary’s actions in the past sessions. 
Correspondingly, forward secrecy [11], [13] imposes that the adversary actions in future runs of the protocol 
do not compromise the privacy of previous session keys (i.e. a key remains secure in the future).  

Key selection must satisfy specific properties. Key freshness [21] requires that the group key is new 
(i.e. it has never been used before). The related concept of key independence [17], [23] imposes that no 
correlation exists between keys from different sessions; this means that (cooperation between) authorized 
participants to distinct sessions of the protocol cannot disclose session keys they are unauthorized for. In 
addition, key randomness warrants key indistinguishability from a random number and hence key 
unpredictability. Two other important security requirements regarding the key value exists: key integrity 
[17], which attests that no adversary can modify the group key and key consistency, which prevents different 
players to accept different keys. 

Group member authentication represents a mandatory condition for group cryptographic protocols. 
Entity authentication [1] confirms the identity of a participant to the others. Similarly, unknown key share 
resilience [13] restricts a user to believe that the key is shared with one party when in fact it is shared with 
another. Key compromise impersonation resilience [3], [14] prevents an attacker who owns the long-lived 
key of a participant to impersonate other parties to him. The stronger property named ephemeral key leakage 
resilience [31] avoids an adversary to recover the group key even if he discloses the long-lived keys and 
ephemeral keys of parties involved except both these values for the participants in the test session. 

(Implicit) Key authentication [21] limits the possible owners of the group key to the legitimate 
participants; this means that no other party except the qualified users is capable to compute the key, but it 
does not necessary mean that all legitimate principals actually own it. Another property, called key 
confirmation [5], [21] certifies that all authorized members actually have the key; however, it does not claim 
that no other party own the same key. Explicit key authentication (or Mutual Authentication) [2], [8], [11], 
[21] combines these notions and ensures that all qualified participants to the protocol have actually computed 
the group key and no one else except them has. 

For more information on informal security requirements, we invite the reader to refer to [19] and [20]. 

3.2. Formal Security Models 

Security models formalize the properties described in the previous subsection within a precise 
environment, specifying the trust assumptions, the relations between participants, the adversarial power, the 
communication medium and others relevant aspects. Similar to the informal definitions mentioned before, 
GKE security models were developed as a generalization of the existing two or three party security models. 

Bresson et al. introduced the first security model for GKE protocols in 2001 [10]. Their model was 
rapidly extended to allow dynamic groups, meaning that the group membership may change during the 
protocol execution [8]. One year later, the same authors improved their model to stand against strong 
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corruptions, which permit an attacker to reveal the ephemeral internal state information of the user instances 
[9]. In 2005, Katz and Shin considered the existence of malicious users, in the sense that even if a registered 
party always knows the key of sessions he is qualified for, he must be restricted to perform malicious actions 
[18]; for example, he should not disclose session keys he is unauthorized for, modify the value of the 
common key as he desires or make honest users compute different keys. Recently, stronger security notions 
were considered: Gorantla, Boyd and González Nieto introduced in 2009 a model that deals with key 
compromise impersonation [14], while Zhao et al. enhanced it in 2011 to achieve ephemeral key leakage 
resilience [31]. For an extensively survey on group key security models, the reader may address to [19] and [20]. 

We skip the formal definitions of the security models, as they do not represent the goal of this paper. 
However, we briefly remind that they rely on two main security requirements known as AKE-Security 
(Authenticated Key Exchange Security) and MA-Security (Mutual Authenticated Security). AKE-Security’s 
main objective is to prevent unqualified members to reveal the common group key; it aims informal security 
notions such as key confidentiality, forward and backward secrecy, known key security, key compromise 
impersonation or ephemeral key leakage resilience. MA-Security’s primary goal is to make users aware of 
the correct identity of the other parties and compute identical keys at the end of the protocol; it unifies 
informal concepts such as (implicit) key authentication, key confirmation or unknown key share resilience. 
We bypass the notion of key contributiveness, which only applies to GKA protocols. 

Although much research has been done in the last years in the field, the security models still have some 
limitations concerning the adversarial capabilities. For example, the existing models do not deal with DoS 
(Denial of Service) or fault tolerance [11]. Protocols remain vulnerable to this kind of attacks, even if they 
are proved to be secure in formal security models. 

4. ADVERSARIES AND ATTACKS CLASSIFICATION 

A secure GKT protocol must stand against passive and active adversaries. A passive adversary can 
only eavesdrop on the communication channel, while an active adversary has full control over the network 
(he can drop, modify or insert messages). It is immediate that an active attack is more powerful than a 
passive attack and therefore active attacks should be considered when formally analysing the security of a 
group key protocol. 

Regarding the appartenance to the group, attackers split into: outsiders and insiders. An outsider is a 
party that has not registered as a group member (and hence does not posses a valid long-lived key within the 
group) and never takes part to the key establishment as a legitimate participant. An outsider attack aims to 
reveal the established group key and therefore to break the AKE-Security of the protocol, usually by 
impersonating authorized users. An insider is a valid group member, who has registered within the group at a 
given moment and therefore has the advantage to posses a long-lived key. He is qualified to compute session 
keys he is authorized for, but this should provide him no advantage in revealing other keys (of sessions he is 
unqualified for) or damage the protocol in any other way: find the long-term keys of other users, ruin key 
consistency or get control over the key value. Of course, insiders are more powerful than outsiders, because 
they have access to additional information. Within the definition of formal security models, an adversary is 
not considered to be a malicious user, but an external attacker who has access to the long-lived keys and/or 
ephemeral values used during the run of the protocol by making queries [11]. We illustrate an insider attack 
[25] on Yuan et al.’s protocol [30] later in this paper. 

Impersonation attacks try to make messages originating from the adversary indistinguishable from 
messages originating from legitimate users (the adversary pretends to be a qualified group member). This 
may result in computing a different key than the genuine one or in establishing a common key with an 
attacker instead of an authorized user. A successful impersonation attack can for example break entity 
authentication, unknown key share resilience or key compromise impersonation resilience. A special kind of 
attack is the replay attack that consists in injecting messages from previous executions of the protocol. This 
can turn into a key replication attack, where the same (corrupted) key is derived for multiple runs of the 
protocol. It is immediate that a key replication attack violates key freshness. We review a replay attack [22] 
on Harn and Lin’s construction [15] in Section 5. 
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Known key attacks aim to disclose a session key when the adversary knows at least one key from a 
previous run of the protocol. All insiders satisfy the assumption by default, as they may legitimate take part 
to protocol executions. We exemplify a known key attack [24] on Sun et al.’s proposal [28] in the next 
section. 

Attacks can be classified based on the information the adversary has access to: the long-lived key of 
the registered users or the ephemeral secrets used during protocol execution. Opening attacks allow the 
attacker to learn the ephemeral secrets without revealing the long-lived secrets, while weak corruption 
attacks allow the attacker to learn the long-lived secrets without revealing ephemeral secrets. Strong 
corruption attacks combine these two attacks and give the adversary tremendous power: he can corrupt a 
user and obtain both his long-lived secret and his ephemeral secret values [11]. 

DoS (Denial of Service) attacks lead to the futility of GKT protocols: they prevent legitimate users to 
establish common secret keys that they would have later use for application purposes. A DoS attack may 
inhibit users to compute any key at all or may force users to end up with different keys. Although the attack 
is discovered at the latest during the execution of the application (the group members realise that they cannot 
properly communicate between themselves) it represents an important aspect of network security. In contrast 
to the previously mentioned attacks, we highlight that the DoS attacks are not considered within the existing 
formal security models for GKE protocols [11]. 

In formal security models, the adversary is modelled as a PPT (Probabilistic Polynomial Time) 
algorithm with full control over the communication channel (hence active in the sense that it can inject, 
delete or modify exchanged messages). He interacts with the legitimate group members by asking queries 
with the scope to reveal information that he may use in breaking the AKE-Security or MA-Security. For 
example, he makes Corrupt queries to obtain the long-lived key of registered participants, RevealState 
queries to retrieve ephemeral secret used by parties during the protocol execution or RevealKey queries to 
retrieve the common shared key of particular sessions.  Each security model defines the queries an attacker is 
allowed to make (which model the power of the attacker) as well as the security game he plays against the 
AKE-Security or MA-Security of the protocol (which he breaks if he wins the game with non-negligible 
probability). We will skip the formal definitions of particular formal models, but strongly invite the reader to 
address some of the recent original papers [11], [14], [31] or surveys [19], [20]. 

5. ATTACKS ON RECENT GKT PROTOCOLS 

The current section describes three types of attacks against recent GKT protocols: a replay attack on 
Harn and Lin’s protocol [15] introduced by Nam et al. [22], an insider attack on Yuan et al.’s proposal [30] 
defined by Olimid [25] and a known key attack on Sun et al.’s construction [28] revealed by Olimid [24]. 
We emphasize that all mentioned protocols lack a formal security proof and hence the vulnerabilities arise 
natural.  

For the rest of the paper, we will use the following notations: m  the number of possible users, 
mtUU t ≤},,...,{ 1  the set of participants to a given session (after reordering) with 1U  as initiator, 1,hh  and 

2h  collision-resistant hash functions, R←  a random choice from a specified set of values, ||  string 
concatenation, 4..1),( =js j  specific protocol sessions. 

Let aU  be the attacker. His main goal is to break the AKE-Security or MA-Security of the protocol. 

aU  may be an insider ( },...,{ 1 ma UUU ∈ ) or an outsider ( },...,{ 1 ma UUU ∉ ), depending the adversarial 
scenario.  

We proceed with the description of the protocols and the attacks. For more details, we invite the reader 
to address the original papers. 

 
Protocol 1. Harn and Lin [15] 
Initialization. KGC  selects two large safe primes p  and q  and computes pqn = . 
Users Registration. Each user miUi ..1, =  shares a long-lived secret **),( nnii ZZyx ×∈  with the 

KGC . 
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Round 1. User 1U  sends a key generation request: 
),...,(: 11 tUUKGCU → . 

Round 2. KGC  broadcasts the list of participants as a response: 
),...,(: 1

*
tUUKGC → . 

Round 3. Each user tiUi ..1, = chooses *
n

R
i Zr ← , computes ),,( iiii ryxhAuth =  and sends: 

),(: iii AuthrKGCU → . 
 Round 4. KGC  checks if tiryxhAuth iiii ..1),,,( ==  (otherwise he aborts), selects a group key 

*
n

R Zk ← , generates the polynomial )(xf  of degree t  that passes through ),0( k  and tiryx iii ..1),,( =⊕ , 
computes t  additional points tPP ,...,1  on )(xf  and the authentication message 

),...,,,...,,,...,,( 111 ttt PPrrUUkhAuth = , then broadcasts: 

),,...,(: 1
* AuthPPKGC t→ . 

 Key Computation. Each user tiUi ..1, =  computes the group key )0(f  by interpolating the points 

tPP ,..,1  and ),( iii ryx ⊕  and checks if ),...,,,...,,,...,,( 111 ttt PPrrUUkhAuth =  (otherwise he aborts). 
 
Attack 1. Replay Attack [22] 
Attack scenario. aU  is an insider whose goal is to break the AKE-Security of Protocol 1: he obtains the 

key of any session a user },..,,,..,{ 111 maai UUUUU +−∈  is qualified for (even if aU  is unqualified for) by 
disclosing the long-lived secret of iU . 

Step 1. aU  eavesdrops ),( ii Authr from a session iU  is qualified for. 
Step 2. aU  initiates two legitimate sessions of the protocol with iU ,  denoted by 2,1),( =js j . 

Step 3. In both sessions, aU  impersonate the legitimate user iU  by sending the eavesdropped message 
),( ii Authr  and behaves honestly in sending his own message ),( aa Authr . 

Step 4. aU  recovers the coefficients of the polynomials 2,1,)( )()(
2

)()( =++= jcxbxaxf
jjjj ssss , as 

being a qualified participant for sessions 2,1),( =js j . 

Step 5. As ),( iii ryx ⊕  and ),( aaa ryx ⊕  are valid points on 2,1,)( )( =jxf
js , ix  and ax  are two 

roots of the quadratic equation: 

.0)()( )()()()(
2

)()( 212121
=−+−+− ssssss ccxbbxaa  (1)

Step 6. aU  computes the secret key of iU  as: 

.)()(

)()(

2)(1)(

)()(
1

)()(
1

21

2121

rxfrxfy

ccaaxx

sisii

ssssai

⊕=⊕=

−−= −−

 (2)

Step 7. aU  discloses all keys of the sessions iU  is qualified for by using the long-lived secret ),( ii yx . 
 
Protocol 2. Yuan et al. [30] 
Initialization. KGC  selects two large primes p  and q  and computes pqn = . 
Users Registration. Each user miUi ..1, =  shares a long-lived secret password iyixi pwpwpw ||=  with 

the KGC . 
Round 1. User 1U  chooses n

R Zk ←1 , computes 111 kpwK x +=  and ),,...,( 1111 kUUhM t= , then 
sends a key generation request: 
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),},,...,{,(: 11111 MKUUUKGCU t→ . 
Round 2. KGC  computes xpwKk 111 −= , checks if ),,..,( 1111 kUUhM t=  (otherwise he aborts) and 

broadcasts the list of participants as a response: 
),...,(: 1

*
tUUKGC → . 

Round 3. Each user tiUi ..2, =  chooses n
R

i Zk ← , computes iixi kpwK +=  and 
),,..,( 1 itii kUUhM = , then sends: 

),},,...,{,(: 11 iiti MKUUUKGCU → . 
 Round 4. KGC  computes ixii pwKk −= , checks if tikUUhM itii ,..,2),,,..,( 1 ==  (otherwise he 
aborts), selects 2 random numbers tax  and tay  of lengths equal to ixpw  and iypw , generates the polynomial 

)(xf  of degree t  that passes through ),( tata yx  and tikpwpw iiyix ..1),,( =+ , computes t  additional points 

tPP ,...,1  on )(xf  and the verification messages tikPPUUhV itti ..1),,,..,,,...,( 112 == , then sends: 

),,...,(: 1
*

it VPPKGC → . 
Key Computation. Each user tiUi ..1, =  checks if ),,..,,,...,( 112 itti kPPUUhV =  (otherwise he aborts) 

and computes the group key )0(fk =  by interpolating the points tPP ,...,1 and ),( iiyix kpwpw + . 
 
Attack 2. Insider Attack [25] 
Attack scenario. aU  is an insider whose goal is to break the AKE-Security of Protocol 2: he obtains the 

key of any session a user },..,,,..,{ 111 maai UUUUU +−∈  is qualified for (even if aU  is unqualified for) by 
disclosing the long-lived secret password of iU . 

Step 1. aU  initiates four legitimate sessions of the protocol with iU , denoted by 4..1),( =js j . 

Step 2. aU  recovers the coefficients of the polynomials 4..1,)( )()(
2

)()( =++= jcxbxaxf
jjjj ssss , as 

being a qualified participant for sessions 4..1),( =js j . 

Step 3. aU  eavesdrops the values 4..1,)( =jK
jsi ; as ),( )( jsiiyix kpwpw +  are valid points on 

4..1,)( )( =jxf
js  and )()( jj siixsi kpwK += , aU   obtains: 

4..1,)1( )()()(
2

)( =−+++= jKcpwbpwapw
jjjj sisixsixsiy . (3)

Step 4. aU  eliminates iypw  from the first two equations ( 2,1=j ), respectively from the last two 

equations ( 4,3=j ) in (3) and obtains: 







=++

=++

,0

0

),(),(
2

),(

),(),(
2

),(

434343

212121

ssixssixss

ssixssixss

CpwBpwA

CpwBpwA
 (4)

where: 

)( )()()()(),(

)()(),(

)()(),(

212121

2121

2121

sisissss

ssss

ssss

KKccC

bbB

aaA

−−−=

−=

−=

;       

)( )()()()(),(

)()(),(

)()(),(

434343

4343

4343

sisissss

ssss

ssss

KKccC

bbB

aaA

−−−=

−=

−=

 (5)

 
Step 4. aU  computes the secret key of iU  as: 
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.4..1,)(

))((

)()(

1
),(),(),(),(),(),(),(),( 4321214321434321

=−+=

−−= −

jKpwpwfpw

BABACACApw

jj siixsixiy

ssssssssssssssssix
 (6)

Step 5. aU  discloses all group keys of the sessions the user iU  is qualified for by using the long-lived 
password iyixi pwpwpw ||= . 

 
Protocol 3. Sun et al. [28] 
Initialization. KGC  selects a multiplicative cyclic group G  of prime order p  with g  as generator. 
Users Registration. Each user miUi ..1, = shares a long-lived secret Gsi ∈

, with the KGC . 
Round 1.  User 1U  sends a key generation request: 

),...,(: 11 tUUKGCU → . 
Round 2. KGC  broadcasts the list of participants as a response: 

),...,(: 1
*

tUUKGC → . 

Round 3. Each user tiUi ..1, =  chooses *
p

R
i Zr ←  and sends it to the KGC : 

ii rU *→ . 

 Round 4. KGC  selects a value GS R← , invokes the derivative secret sharing scheme to split S into 2 
parts t  times such that ,

ii ssS +=  (in G ), ti ,..,1= , computes the session group key as Sgk = (in G ), t  

messages tirsgUhUgM ii
rs

ii
rs

i
iiii ..1)),,,,(,,( , == ++  and ),...,,,...,,,...,,( 11

11
tt

rsrs rrUUggkhAuth tt++= , 
then broadcasts: 

),,...,(: 1
* AuthMMKGC t→ . 

 Key Computation. Each user tiUi ..1, = checks if ),,,( ,
ii

rs
i rsgUh ii+ equals the corresponding value in 

iM  (otherwise he aborts), computes 1' )( −+= iiii rrss gggk , checks if ,,...,,,...,,( 1
11

t
rsrs UUggkhAuth tt++=  

),...,1 trr (otherwise he aborts), accepts k  as the group key and sends: 

),...,,,...,,,(: 11
,

ttiii rrUUkshhKGCU =→ . 

Key Confirmation. KGC  checks if ),...,,,...,,,( 11
,

ttii rrUUkshh =  using his knowledge on ,
is  and k , 

certifying that all users posses the same key. 
 
Attack 3. Known Key Attack [24] 
Attack scenario. aU  is an adversary who knows the key )( 1s

k  of a session )( 1s and his goal is to break 

the AKE-Security of Protocol 3: he obtains the key )( 2sk of another session )( 2s  (he is unauthorized for) that 

has at least one common qualified participant iU  with )( 1s . 

Step 1. aU  eavesdrops 
)( jsir and 2,1,)()( =

+
jg jsijsi rs

and computes: 

2,1,)( 1)()()()( == −+
jggg jsijsijsijsi rrss

. (7)

Step 2. aU  knows the session key )( 1s
k and uses the previously computed value )1( sis

g  to obtain: 

1
)( )( )1(

1

, −= sii
s

s
s gkg  (8)

Step 3. aU  recovers the session key )( 2sk from (7) and (8) as: 
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,
)2(

2 )(
isi ss

s ggk =  (9)

6. CONCLUSIONS 

The paper considers GKT protocols based on secret sharing schemes. It provides a brief survey on the 
informal security notions that GKT protocols should satisfy and reviews the adversarial models and types of 
attacks that GKT protocols should stand against. Security models formalize such requirements within a 
specific environment. We highlight the necessity of electing a protocol secure within a suitable model, 
considering the best trade-off between efficiency and the required security level for each application. 

Unfortunately, current work on GKT protocols based on secret sharing neglect this aspect. Recent 
published protocols ignore formal security and only rely on incomplete and informal arguments. This makes 
them susceptible to known vulnerabilities that would have been excluded by a proper proof under a 
convenient security model. In order to support our claim, we recall three different types of attacks against 
GKT protocols using secret sharing that were published within the last three years: a replay attack, an insider 
attack and a known key attack. We mention that all these attacks are considered, and therefore impossible to 
succeed, in all usual security models. 

Although much work has been done in the field of formal security lately, we must admit some 
limitations. The GKE formal security models do not deal with all known vulnerabilities. For example, they 
do not stand against DoS attacks. Therefore, even if a GKT protocol is proved secure in a strong security 
model, it can become useless if participants are restricted to compute the session key. This can be easily 
achieved by blocking the messages to arrive to the qualified participants: since a user misses mandatory 
information, he can no longer recover the session key and therefore halts. We admit that DoS attacks are 
probably impossible to handle only by cryptographic techniques and therefore require proper protection 
mechanisms. 

To conclude, we highlight the problems a protocol without a formal security proof may raise and 
emphasize the deficiency of provable secure GKT protocols based on secret sharing in the literature, which 
we consider a direction for further research.  
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